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ABSTRACT

Large language models (LLMs) have demonstrated exceptional reasoning capa-
bilities, enabling them to solve various complex problems. Recently, this ability
has been applied to the paradigm of tool learning. Tool learning involves provid-
ing examples of tool usage and their corresponding functions, allowing LLMs
to formulate plans and demonstrate the process of invoking and executing each
tool. LLMs can address tasks that they cannot complete independently, thereby
enhancing their potential across different tasks. However, this approach faces two
key challenges. First, redundant error correction leads to unstable planning and
long execution time. Additionally, designing a correct plan among multiple tools is
also a challenge in tool learning. To address these issues, we propose Tool-Planner,
a task-processing framework based on toolkits. Tool-Planner groups tools based
on the API functions with the same function into a toolkit and allows LLMs to
implement planning across the various toolkits. When a tool error occurs, the
language model can reselect and adjust tools based on the toolkit. Experiments
show that our approach demonstrates a high pass and win rate across different
datasets and optimizes the planning scheme for tool learning in models such as
GPT-4 and Claude 3, showcasing the potential of our method. Our code is public
athhttps://github.com/OceannTwT/Tool-Planner.

1 INTRODUCTION

Large Language Models (LLMs) (Brown et al., |2020; (Chowdhery et al., [2023; Touvron et al.,
2023; Zeng et al.| 2023} |[Zhang et al.| [2022)) have demonstrated outstanding performance across
multiple domains, leveraging parameterized knowledge to exhibit powerful reasoning and planning
capabilities (Bang et al.}|2023)). Tool learning (Schick et al., [2023};|Yao et al., 2022} |Lu et al., 2024;
Qin et al.l 2024) harnesses the planning prowess of LLMs by decomposing complex problems
through understanding tools and having LLMs generate plans for tasks, thus leveraging external tools
(APIs) to handle intermediate steps, achieving the goals of completing complex tasks. By utilizing
tools, LLMs can significantly improve limitations in certain tasks, such as enhancing accuracy in
mathematical reasoning problems (Hao et al.|[2023b; [Lee et al.| 2024} |Gou et al.| 2024b)), answering
up-to-date news queries (Song et al., 2023} |Liu et al.,|2024b), executing commands, or invoking other
models (Shen et al.,[2024). Consequently, tool learning has become one of the potential paradigms
for solving complex real-world scenarios.

The existing study of tool learning focuses on two main crucial aspects: (1) how to better utilize
tools for task planning and execution, and (2) how to adjust planning based on the results of tool
invocation. During the process of invoking tools, chain-like invocations may encounter situations of
failure (Qin et al.,[2024). This necessitates timely adjustments of tools and task re-planning when
encountering tool errors. DFSDT (Qin et al.,[2024)) generates new plans by searching states when
encountering API call errors, thus solving the original problem with tools according to new reasoning
paths. ToolChain* (Zhuang et al.,|2023) employs heuristic search algorithms to choose the direction
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Table 1. A comparison of our Tool-Planner to notable planning and tool interaction frameworks. Our method
shows significant advantages in real-world tool integration, multi-tool support, and efficient solution sizes.

most likely to yield answers during the planning search process. Tree-Planner (Hu et al., 2023) presets
multiple planning paths and merges nodes with the same preceding tool for deep search. These
methods all involve adjustments and optimizations of search algorithms based on tree structures.
However, when a tool is called and an error occurs, previous methods typically choose to discard
that planning path directly, despite the potential existence of other tools offering similar or identical
functionality to accomplish that task. Furthermore, the new planning methods proposed by LLMs are
generally more complex, leading to a higher likelihood of tool errors on new planning paths. Methods
like CRITIC (Gou et al.} 2024a)) and AnyTool (Du et al., 2024) integrate feedback mechanisms into
tool learning and provide error messages to aid in task re-planning. Nonetheless, the integration of
this information still faces issues of inefficiency while lacking effective exploration of the current
planning path. Multiple re-planning cycles also result in inefficient task resolution. Therefore, in tool
learning, the rational planning of tasks and tools becomes increasingly important.

To address these challenges, we propose Tool-Planner, an efficient framework for task planning and
tool invocation in tool learning with LLMs. Tool-Planner conceptualizes the problem-solving process
as a decision tree. Unlike the previous methods, Tool-Planner views each node as a set of tools rather
than a single tool, when a tool invocation error occurs, it prioritizes solutions within the same toolkit.
Tool-Planner effectively tackles the inefficiency issue of previous methods in utilizing task planning
solutions and significantly improves the pass rate of tool learning in task resolution. We construct
sets of similar tools utilizing the SImCSE (Gao et al.| [2021)) to evaluate the distance of different tools
for tool clustering based on tool APIs document and description. We conduct extensive experiments
on two different datasets: ToolBench (Qin et al.,|2024), which uses APIs selected from RapidAPI
Hub (Rapid, 2023)), and APIBench (Patil et al.|, 2023)), which fetches APIs from various open-source
models. Compared to various prior tool-learning search methods, Tool-Planner achieves a +8.8%
increase in pass rate and +9.1% increase in win rate on ToolBench, as well as a +6.6% increase in
pass rate and +14.5% increase in win rate on APIBench when tested with GPT-4. It also demonstrates
outstanding performance in terms of re-planning frequency and computational speed. Extensive
experimental results highlight the advancements of Tool-Planner.

Our Contributions. Our main contributions are summarized as follows.

* We propose a novel framework, Tool-Planner, which integrates external tools with LLMs. This
framework enables task planning and tool invocation based on toolkits, addressing the inefficiencies
in planning found in previous approaches.

* Tool-Planner categorizes tools into toolkits with similar or identical functionalities by clustering
tool embeddings generated by SimCSE. The setting of toolkits allows thorough exploration of tools
along a planning path, ensuring that each node is fully utilized and maximizing the information
from that path.

* Extensive experimental results demonstrate the effectiveness of the Tool-Planner framework,
highlighting the importance of thorough tool planning exploration on a single path compared to
DFSDT’s multiple attempts at different planning paths, and providing an ideal paradigm for future
tool learning solution space search methods.

2 PRELIMINARIES

LLMs Reasoning with Tools. Given a task z input in natural language and a pre-trained model
po(x), the naive generation output of an LLM is y ~ py(x), corresponding to the answer predicted
by the model. In the context of tool learning with LLMs (Lu et al., {2024} [Q1n et al., [2024]), given the
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API documentation (or demos) for tools D = {d;} Y ; and their API descriptions M = {m;}}¥ |, we
first generate a multi-step decision-making plan for the tools Py = {p1,p2,...,pn} ~ po(z, D, M),
where [V is the number of tools in the plan. Thus, for each intermediate reasoning step z;, it can be
generated through a series of corresponding tool calls. Setting the result of the API function call for
each tool as ¢; = F(p;), we have z; = pg(z;|{zn}i_,, {c7; }i_}, D, M, z). Consequently, the final
output result or behavior for the task can be expressed as y = pg(y|{zn}2_ |, {c7 1|, D, M, 2).
Such a process of tool invocation significantly enhances the adaptability of LLMs to various tasks.

Tree Search on Planning Space. In the chain-like calls of tool learning (Yao et al.,|2022), the use
of tools is linear. When encountering the hallucination problem of LLMs leading to repeated API
calls and parameter errors, or when the tool itself is unavailable, the exploration of the solution space
S is insufficient. This requires us to adjust the planned path P, accordingly. The exploration of the
planned path can be seen as a behavior tree, formalized as G(c) = (V, £). Whenever re-planning is
needed, all previous plan paths P and the original plan are used to generate a new plan tree chain
Py = {p},}i, ~ po(x,D, M, P, E) based on the returned error information E = > {F.(p.)},
and priority is given to finding the solution states that can be reached after correcting the current state.
However, such multiple iterative calls and exploration of the solution space may repeatedly encounter
hallucinations and tool issues, leading to excessively high costs in exploring solutions.

3 METHODOLOGY

When LLMs utilize various tools to generate answers, inefficiencies often emerge from a suboptimal
selection process among multiple tools and frequent alterations in problem-solving strategies. To
address this issue, we propose the Tool-Planner framework, aiming at enhancing the efficiency of
tool calls while maintaining relative consistency in planning. Our framework includes clustering and
categorizing tools, as well as planning processes for tool invocation paths.

3.1 TooL CLUSTERING

In the realm of tool learning, comprehending the functionalities of application programming interfaces
(APIs) is essential. However, the functionalities of most APIs are often inadequately categorized.
For instance, platforms like RapidAPI group APIs with different functions into the same general
category without categorizing them specifically for particular tasks. Consequently, problem-solving
may require searching through multiple paths and invoking similar functionalities from different
categories, leading to increased complexity and higher error rates in implementation.

To tackle this issue, we need to categorize a large
number of tools into multiple classes 7; with similar
or identical functionalities, providing functionality
explanations for each class, as shown in Figure [T}
Through annotated categorization, each class is as-
signed to a specific functionality f(4), we can accu-
rately differentiate APIs with different functionali-
ties, enabling the selection of alternative APIs from
the same category if the chosen API fails.

Toolkits
B Recipe Access
W Fresh Market
B Delivery Service

However, as the number of APIs may continue to in-
crease, annotating each API is costly, and accurately
identifying categories from multiple classes poses a
challenge. It has been proven effective to use LLMs Figure 1: The process of tool clustering.

to guide text and assist in clustering different texts

(Viswanathan et al., |[2024; [Tipirneni et al.| [2024;

Zhang et al.,[2023)). Therefore, we develop an automated classification method. We extracted tool
documentation D and descriptions M of candidate APIs and provided them to LLMs to generate brief
explanations H = {h;} ¥, of their functionalities. Upon obtaining API explanations, we utilize the
SimCSE (Gao et al.||2021) model to compute text embeddings for these explanations, which can be
seen as tool embeddings e; for the API. To understand which tools might have similar functionalities,
we need to classify tool embeddings.
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Figure 2: Overview of Tool-Planner. The user inputs a problem, the LLM devises a plan with API functionalities
as nodes. The plan is then explored step by step. If an error occurs, other APIs within the same toolkit are tried.
If all APIs in the toolkit fail, the process moves to other nodes until the final plan is determined and output.

After obtaining tool embeddings, we employ the k-means++ (Arthur & Vassilvitskii, [2007) algorithm
to find a k-partition of these tool embeddings and generate tool clusters in the solution space. This
could formulated as an optimization problem:

X 2
argm%nzz e—%ztﬂc . ()

i=1 e€T; 2€T; g

The number of clusters is adjusted through the value of k. Each API is assigned to a tool cluster with
similar or identical functionalities, even if they are not in the same tool within RapidAPI. Similar
functionalities enable rapid tool adjustment when addressing issues. We refer to a cluster as a toolkit,
meaning that one toolkit can perform a specific task.

3.2 TASK PLANNING

Given task input x, LLMs first provide a plan P for the task. This approach differs from previous
methods that directly presented API documentation to LLMs, leading to excessively lengthy contexts.
In contrast, Tool-Planner first utilizes in context learning (Brown et al., 2020) to generate brief
explanations for all API functionalities within the toolkit, and then uses these explanations to
generate the functionality descriptions of toolkit 7. Consequently, each toolkit is associated with
a unique functionality description, denoted as my, = f(7). When planning tasks, we provide
these toolkit functionality descriptions as context to LLM and let it design a plan Py = {P,}1_; ~
po(x, {mT; }¥_,) using different toolkits to solve the task. With this prompt, the LLM can generate
a chained toolkit-based plan based on the functionality descriptions of the toolkits.

In solving problems for specific states, the model will choose any API within the toolkit for invocation,
thus completing the problem-solving for that state and passing the output result to the next state.
While the chosen API or tool is ¢, the return of each intermediate toolkit could be stated as c¢7; = Fi(t),
we have the intermediate state for instruction:

i = pol(wil{zn )2y e sy Am7 ey, D7 ). ()

In this way, when APIs within each toolkit can function properly, this plan can choose any API for
each state to complete this process, and provides multiple choices of APIs to complete a state.
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3.3 PLANNING EXPLORATION ON SOLUTION SPACE

When LLMs experience hallucinations resulting in problematic parameter information or tool un-
availability, we need to replan to complete the original task. After categorizing various tools, since
each node in our search plan represents a toolkit containing multiple available APIs, we can adjust
the tools through the following adaptation. The behavior tree in the toolkit plan could be formalized
as G(T) = (Vr,&7).

Task Planning Within Same Toolkits. When the current API ¢ within a node V- becomes unusable
for any reason, we prioritize selecting another available API ¢’ within the same toolkit. By referring
to the API documentation d;/, we can generate the call parameters param for the new API, and fetch
the calling result ¢/ = Fi(param). This allows us to complete the current state by selecting an
alternative tool within the same toolkit, without altering the original task plan. In other words, keep
&7 unchanged. The results generated by the new API can then be used as input for the next state in
the task plan, maintaining the relative stability of the plan. The intermediate state for instruction is:

Ti = Po (xinh}z_:lla {cTh ;L_zlla {C{TL }a {mTh };l:la DTa x) 3)
Task Replanning Across Toolkits. Given the limited number of identical or similar APIs within
a toolkit, if all APIs fail to process the current state v, we provide all error information £ =
> et {Fi(te)} and the original task plan P7 to the LLMs, instructing them to generate a new task
plan P7- on subgraph G(7") <= G(T) \ v. The new task plan aims to retain as many results from the
previous state as possible. This process is similar to DFSDT (Qin et al.| |2024), but while DFSDT
searches at the API level, we search at the toolkit level. Once a new plan is generated, we select APIs
within the new toolkit and attempt to complete the new state v’ according to the new toolkit’s APIs.
In this way, we can switch to a new plan when the original plan completely fails to accomplish the
task, while maintaining relative small times to generate a new plan.

,P%' = {Pi/z}le ~ p9(x7D’ {mﬂL}hK:17PT’ E)’On G(T) — G(T) \ v. 4)

By setting these two possibilities, we can greatly optimize the task planning process, thereby improv-
ing the pass rate and effectiveness of task completion. We demonstrate more details on Appendix

4 EXPERIMENT

To evaluate the capabilities of our framework, we conducted a series of experiments and assessments,
demonstrating the superiority of our approach from various aspects.

4.1 EXPERIMENT SETUP

Dataset. We utilize the ToolBench (Qin et al.| [2024)) and APIBench(Patil et al., [2023) as our ex-
perimental dataset. ToolBench comprises 16,464 APIs, which are categorized into different tools
and categories. In ToolBench, there are three different datasets for prompt generation, namely G1,
G2, and G3, which represent single-tool instructions, intra-category multi-tool instructions, and
intra-collection multi-tool instructions, respectively. In APIBench, datasets are constructed by select-
ing corresponding 1,645 APIs and their descriptions from three platforms as tools, and a series of
questions are used to evaluate their performance. More details are described in Appendix [B] We use
the API interfaces selected by ToolBench and APIBench along with their corresponding documenta-
tion and descriptions to extract and generate functional explanations of the APIs. Subsequently, we
generate tool embeddings based on their functionalities {m7; }¥_,.

Evaluation Metrics. For the ToolBench dataset, we adopt two metrics from ToolEval (Qin et al.}
2024])) to evaluate our framework, covering different aspects of the task. The first metric is Pass Rate,
calculated based on the proportion of tasks successfully completed. The second metric is Win Rate,
where we compare the solution generated by our method with the plan generated by GPT-3.5+ReACT
and make LLMs judge which solution is better. When our framework performs better, we mark it
as a win. If our framework is the same or inferior to the GPT3.5+ReACT solution, we mark it as
a tie or loss. The win rate reflects the quality of our generated solutions and their ability to solve
problems. We also evaluate APIBench in Halluation Rate. Since most of the call processes in
APIBench involve only a few tools, we can make comparison on the hallucination situation of the
reasoning process.
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Table 2. The results of different models and baselines of Pass Rate (%), Win Rate (%), and Halluation Rate (%).
We evaluate various methods on three sub-dataset with their APIs derived from APIBench(Patil et al.| [2023)).

Model Method TorchHub HuggingFace TensorFlow Average
Pass.(}) Win.() Hallu.(}) Pass.(1) Win.(1) Hallu.(]) Pass.(}) Win(?) Hallu.(]) Pass.(t) Win.(1) Hallu.(})
ReACT 62.6 - 232 35.6 - 31.6 537 - 13.6 50.6 - 22.8
Reflexion 70.2 59.0 21.7 46.0 552 28.0 55.0 56.5 12.7 57.1 56.9 20.8
GPT-3.5  AdaPlanner 69.5 62.1 23.7 48.7 534 327 572 53.6 14.2 585 56.4 235
DFSDT 74.5 72.0 9.6 57.2 60.7 18.2 70.9 69.6 11.2 67.5 67.4 13.0
Tool-Planner 78.2 71.6 8.2 66.5 75.4 135 72,5 72.4 12.1 72.7 75.1 11.3
ReACT 68.6 58.0 19.2 43.8 59.2 234 61.9 61.1 15.8 58.1 59.4 194
Reflexion 744 68.4 16.5 51.9 582 16.8 60.2 555 12.1 622 60.7 15.1
GPT-4 AdaPlanner 75.3 78.5 15.9 50.2 56.8 15.3 60.1 539 12.7 61.8 63.1 14.6
DFSDT 80.3 78.1 11.2 584 62.0 12.3 72.1 69.0 10.9 70.3 67.7 115
Tool-Planner 83.2 87.0 7.1 70.3 77.0 10.7 77.2 82.6 10.5 76.9 82.2 9.4
ReACT 69.5 56.5 21.6 42.1 56.9 30.1 589 46.8 13.2 56.8 534 21.6
Reflexion 76.8 68.5 20.1 48.8 67.1 20.4 60.3 59.1 12.4 62.0 64.9 17.6
Claude-3  AdaPlanner 75.2 69.8 18.4 495 65.6 16.5 62.7 61.3 13.8 62.5 65.6 16.2
DFSDT 80.2 72.6 10.0 55.8 69.2 14.9 734 65.0 11.5 69.8 68.9 12.1
Tool-Planner 81.5 83.5 8.6 68.2 75.9 124 72.1 74.5 11.1 73.9 78.0 10.7

Baselines. We compare Tool-Planner with the following baseline methods. (1) ReACT (Yao et al.,
2022)) operates by having an LLM execute an action based on the previous state, and then reason based
on the result of that action, repeating this process iteratively. This can be considered a linear tool usage
process. (2) Reflexion (Shinn et al., 2023) introduces a feedback mechanism during decision-making.
In tool-learning scenarios, when an error occurs with an intermediate tool, Reflexion searches for the
next node based on previous nodes using the error information. (3) AdaPlanner (Sun et al.,[2023a)
is similar to Reflexion, which explicitly corrects an error at a specific point in the path and adjusts by
selecting the correct tool. (4) DFSDT (Qin et al., 2024) employs a deep search mechanism. Each
time an error node is encountered, it provides the model with all previous error paths and information,
allowing the model to re-select and re-plan the path, thereby maximizing the expansion of possible
solutions.

Model. We utilize the following foundational models for model planning generation and tool learning
problem-solving: GPT-3.5 (Ouyang et al.}|[2022) (gpt-3.5-turbo-0125), GPT-4 (Achiam et al., [2023))
(gpt-4-turbo-2024-04-09), and Claude-3 (claude-3-sonnet). We use SImCSE (Gao et al.,[2021), an
effective method for sentence representation learning that leverages contrastive learning to calculate
the tool embeddings. We set k as 1800 in ToolBench and k as 65 in APIBench for experiments.

4.2 MAIN EXPERIMENT

For APIBench. Tool-Planner outperforms other methods across all three API platforms with
significant improvements in Pass Rate, Win Rate, and Hallucination Rate. Compared to DFSDT,
Tool-Planner increases the pass rate by +6.6% and the win rate by +14.5%, while reducing the
hallucination rate by -2.1% on GPT-4. This demonstrates that Tool-Planner’s clustering-based tool
planning approach better captures the nuances of API and model selection and task execution, leading
to more robust and reliable performance.

Model Invocation and Hallucination. Tool-Planner significantly reduces the occurrence of halluci-
nations. This is due to the targeted optimization of the current model’s performance during multiple
attempts and plan revisions. For plans that fail to invoke the API successfully, the model discards
those plans and selects another API that can be called. The plans generated through this approach
effectively invoke the corresponding APIs of the model, successfully achieving the intended goals.
Models that successfully invoke APIs also gain better interpretation within toolkit.

For ToolBench. Tool-Planner achieves state-of-the-art performance on five out of six datasets and
demonstrates competitive performance on G1-Cat. Table 2] shows the comparison results between
Tool-Planner and other baselines. Compared to the DFSDT, which has the best average performance,
our method improves the pass rate by +8.8% and the win rate by +9.1%. This indicates that
by clustering tools and planning on the clustered toolkits, task planning capabilities can be more
effectively enhanced.

Multi-tool instructions tasks. For tasks that require the cooperation of multiple tools (such as G2
and G3), our method shows remarkable performance improvements. For multi-tool instructions tasks,
the pass rate increases by +8.9% and the win rate by +10.6% on GPT4, which is more notable than
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Table 3. The results of different models and baselines of Pass Rate (%) and Win Rate (%). We evaluate the
results on six different sub-dataset derived from Toolbench with various methods.

Model Method G1-Inst. G1-Tool. G1-Cat. G2-Inst. G2-Cat. G3-Inst. Avg.
Pass. Win. Pass. Win. Pass. Win. Pass. Win. Pass. Win. Pass. Win. Pass. Win.
ReACT 39.5 40.5 400 - 335 30.5 21.0 34.2

Reflexion 455 558 550 588 535 555 580 563 660 573 550 613 555 575
GPT-3.5 AdaPlanner 460 563 535 605 550 573 605 658 675 558 59.0 595 569 592

DFSDT 485 583 625 598 580 568 715 705 705 593 61.0 68.0 620 62.1
Tool-Planner 58.5 633 710 63.5 660 613 755 723 780 635 66.0 675 69.2 652
ReACT 505 59.8 465 593 515 630 645 628 675 585 420 735 538 629

Reflexion 495 60.8 565 653 680 685 740 718 670 553 550 765 617 664
GPT-4 AdaPlanner  52.5 625 605 648 685 733 755 735 680 528 70.0 795 659 677

DFSDT 570 658 720 693 645 653 775 720 695 568 710 815 685 684
Tool-Planner 66.0 755 785 758 750 718 835 798 775 703 83.0 920 773 715
ReACT 485 588 475 573 500 625 630 615 625 548 380 685 516 60.6

Reflexion 515 623 585 658 555 643 730 728 670 543 61.0 730 611 654
Claude-3 AdaPlanner 52.0 635 625 643 570 638 715 733 665 533 620 755 619 656
DFSDT 555 623 725 685 615 675 745 703 680 568 690 790 668 674
Tool-Planner 64.0 738 77.0 763 595 738 795 793 765 683 78.0 875 724 765

the improvement in single-tool scenarios. This demonstrates that our method is better able to adapt to
and leverage the advantages of different toolkits in multi-tool scenarios. The setup of the toolkits
ensures that tool coordination in multi-step tasks focuses more on the execution of each step and can
find suitable solutions within similar tools when encountering errors, ensuring the relative stability of
the plan.

4.3 ANALYSIS

Ablation study on tool clustering. In Section we introduced the method of tool clustering,
which is applied during the phase of generating plans by the model. At each planning step, we
obtain a variety of APIs with similar functionalities through clustering as alternatives. To validate the
effectiveness of tool clustering in the Tool-Planner, we combine the baselines ReACT and AdaPlanner
with the toolkit obtained through clustering, and conducted experiments on GPT-4. Subsequently, we
calculated their pass rate and win rate, with detailed results shown in Table E}

The experimental results indicate
that the performange significantly im- Table 4. Results of Pass Rate (%) and Win Rate (%) improvement
proved after applying our tool clus- with tool clustering algorithm integration using GPT-4 across vari-
tering algorithm, even under a single- ous baselines.

chain approach. Tool clustering

helps provide alternative solutions Method G1-Tool. G2-Inst. G2-Cat. G3-Inst.
to problems. ReACT with Toolkit Pass. Win. Pass. Win. Pass. Win. Pass. Win.
outperformed ReACT in all metrics. wlo Toolkit Integration

For instance, GI-Tool’s pass rate in-  “poacT 465 593 645 628 675 585 420 73.5

creases by 9.0%, and G3-Inst’s win  AdaPlanner 60.5 648 755 73.5 680 528 700 795
rate rises by 4.3%. These results DFSDT 720 693 775 720 695 568 71.0 81.5
demonstrate significant performance with Toolkit Integration

enhancements. Moreover, the overall ReACT 555 623 725 690 680 613 590 778
performance of ReACT with Toolkit AdaPlanner 725 713 785 76.0 700 57.5 730 83.0
is Comparable to AdaPlanner. For ex- Tool-Planner 785 758 835 798 775 703 83.0 92.0
ample, in G2-Inst, the pass rate of Re-

ACT with Toolkit is only 3.0% lower than that of AdaPlanner, while in G2-Cat, its win rate is
8.5% higher. Overall, ReACT with Toolkit significantly improves model performance through tool
integration, narrowing the gap with better-performing algorithms and showing higher pass and win
rates.

Similarly, the performance of AdaPlanner significantly improved after integrating the toolkit. Mean-
while, the pass and win rates of AdaPlanner with Toolkit are slightly higher than those of DFSDT.
For instance, in G2-Inst, its win rate exceeds that of DFSDT by 4.0%, with similar improvements
observed in other datasets. This indicates that after applying our tool clustering algorithm and using
the toolkit as node states in the search process, the initially underperforming AdaPlanner can surpass



Published as a conference paper at ICLR 2025

—e— Pass Rate

—e— Win Rate

1200

1000

800

1084

808

ReACT
Reflexion
AdaPlanner
DFSDT
Tool-Planner

692

Pass Rate (%
Win Rate (%!

Running Time Latency(in Sec)
o
3
8

256

10 2
00 132157, 157 146

O %B o >
£ £ ©
» “"’Q‘%‘Q’ R Gl G2 G3

Datasets

Number of Clusters (log scale)

Figure 3: Evaluation of the effects of different num-
bers of clusters on G1-inst.

Figure 4: The average running time (sec) of differ-
ent methods in various datasets.

DFSDT, which doesn’t use any classification methods, fully demonstrating the superiority of the
clustering algorithm in tool planning.

Our Tool-Planner method derives upon DFESDT by replacing its API node with the toolkit. As seen
from the table, the performance of DFSDT improved with the adoption of our clustering algorithm.
The win rate surges by 13.5% in G2-Cat and soares to 92.0% in G3-Inst. This demonstrates that our
innovatively proposed toolkit exhibits significant enhancements in both single and multiple-tool usage
scenarios, confirming its effectiveness in practical applications and heralding a new advancement in
the field of tool utilization.

Impact on different numbers of clusters. For Tool-Planner, the size of £ value in tool clustering has
a crucial impact on overall performance. Considering that tools with identical function have closely
related tool embeddings, an appropriate number of clusters helps in properly categorizing tools by
their functionality. When performing task planning, the model focuses more on the problems that the
toolkit can solve rather than the specific details of each API. We set a range of k£ values and conduct
experiments on pass rate and win rate to understand the relationship between configuration size and
model performance.

On ToolBench, G1-inst achieves the best results when the average size of a cluster is about 9. As
shown in Figure [3| while k£ is large, the performance of our framework gradually declined. This
indicates that with insufficiently classified tools, the time consumption for solution space search and
re-planning is considerable. Additionally, due to insufficient exploration of the solution space, some
feasible solutions are not obtained, resulting in a lower overall pass rate and win rate. On the other
hand, when £ is too small, the clustering effect significantly deteriorates, causing the clustering of
different methods to mix together. This leads to incorrect tool calls and the generation of unsolvable
next-step information. Therefore, a reasonable number of clusters is crucial for problem-solving.
This is closely related to the distribution of tools and datasets.

Text embeddings model on tool clustering.
Tool clustering simulates the human process
of categorizing tools. In Tool-Planner, the ef-
fectiveness of clustering and the similarity of
the resulting toolkits are crucial to our method.

Table 5. The pass rate (%) results of different text clus-
tering models on Tool-Planner.

> . Model Gl-inst. G2-inst. G3-inst.
Tool clustering learns from tool demonstration
and documentation, generating sentence embed- ~ROBERTa-base 60.5 76.5 73.0
di based on their respective functions. In Contriever 61.0 8.3 765
ngs : P - text-embedding-ada-02 63.5 81.5 78.0
the tool clustering process, we use the SimCSE  SimCSE 66.0 83.5 83.0

model to calculate the similarity between tools.
To compare the clustering effectiveness of dif-
ferent similarity algorithms and their impact on the final results, we experiment with various similarity
algorithms, including different text embedding models like RoBERTa-base (Liu et al.,2019), Con-
triever (Izacard et al.,|2022)), and text-embedding-ada-02. We evaluate these algorithms based on pass
rate metrics.
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Table [5|shows the impact of different text embedding models on the final results. SimCSE shows
robust ability to generate tool embeddings. It can be seen that the SimCSE model achieves the best
performance among the four text embedding models, indicating that SimCSE can better understand the
informational knowledge of tool functions. Meanwhile, the performance of different text embedding
models is generally similar, but task-specific embeddings generated through fine-tuning may perform
better in more suitable scenarios.

Efficiency evaluation. To comprehensively understand the overhead of different algorithms in
practical applications, we compare their execution speeds and test them on various datasets. This
comparison not only demonstrates the efficiency differences between the methods but also helps us
understand the distinct planning processes and the number of tool invocations for each algorithm.
The evaluation results are shown in Figure

Tool-Planner demonstrates a significant efficiency improvement compared to DESDT. When an error
occurs, Tool-Planner immediately selects another tool with the same function from the toolkit, quickly
completing the tool replacement without affecting the original plan. It fully explores the feasible
area, attempting alternative paths only after all APIs in the toolkit have been tried. On the other hand,
DFSDT tries to find an API when an error occurs. If it determines there are no feasible APIs, it
abandons the current state and continues searching. the new planning methods proposed by LLMs
are generally more complex, leading to a higher likelihood of tool errors on new planning paths. This
repeated plan adjustment not only inadequately explores feasible solutions but also wastes previous
computation results. Moreover, we can see that, compared to path search solutions like ReACT and
AdaPlanner, the latency of Tool-Planner is only twice as much, while DFSDT’s latency is 6-8 times
higher. This indicates that Tool-Planner can effectively find feasible tools and select appropriate plans
for problem reasoning.

4.4 ERROR ANALYSIS

In this section, we summarize and categorize the issues directly leading to failure or having potential
failure risks in each step to conduct a more specific analysis. The types and distribution of failures
are shown in Table[5] We also provide examples of each error type in Appendix [H]

In the Figure 5] we can see that Invalid

Input Parameters is the most frequent Miss Input
error type. There are primarily two rea- Parameters
sons for this error: (1) When calling the
API, the parameters provided to it do not y LEE

meet the expected content, resulting in 7% 13.5%
invalid input. (2) Users may misunder-

stand the content of the parameters re-

quired. Similar error types include False \

API Call Format and Miss Input Param-

eters, both of which arise during APl  invaiid inpu
invocation. Methods to mitigate these
errors include providing users with more
understandable prompts during the in-
formation input stage and stricter vali-

dation and filtering of input data during

the model inference stage to ensure data

integrity and accuracy. Figure 5: Distribution of reasoning errors.

The second most common error type is

API Hallucinated, which is a prevalent

mistake. This occurs when the model attempts to call an API as proposed in the plan but cannot find
an API with a matching name. Methods to mitigate the hallucination in LLMs include providing clear
and accurate API documentation to enable the model to interpret and use the information correctly,
and timely updating the model with information about APIs to avoid hallucination issues caused by
API updates.

Decision Failure
Cluster Incomplete

18.4%
29.8% False API Call
Format

API Hallucinated

Furthermore, Cluster Incomplete error occurs when the model overlooks some APIs due to incomplete
clustering, resulting in the failure to identify APIs that could solve the problem. This type of error
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occurs due to the newly introduced clustering algorithm in this paper, but the occurrence rate is low,
at only 13.5%. Methods to mitigate this error include improving the clustering algorithm to enhance
its performance and providing clear and accurate API documentation to facilitate clustering.

5 RELATED WORK

Task planning with LLMs. Trained on extensive corpora, LLMs encompass a wealth of common-
sense knowledge for task planning (Pallagani et al., 2023} |Sun et al., 2023b)). Consequently, generative
methods have emerged as a hot topic in recent years. In considering the utilization of LLMs, some
studies directly generate entire plans without executing them in the environment (Singh et al.l 2023
Wau et al.| 2023; [Liang et al.| [2023a; [Lin et al., 2023} Yang et al., [2023; Zeng et al., [2022). However,
these studies ignore the mechanism to correct decisions, which could result in a chain of errors
starting from the initial ones. Reflexion (Shinn et al.;|2023)) mitigates this issue by requiring LLMs to
reflect on past failures. The DFSDT proposed by ToolLLM (Qin et al.,|2024) extends Reflexion to a
more general method by allowing LLMs to evaluate different reasoning paths and select the most
promising one. Our approach creatively utilizes toolkits for plan generation.

Tree-based modeling for inference in LLMs. Most LLM-based agents employ either open-loop or
closed-loop systems, relying on linear reasoning or planning structures. To explore multiple branches
in the action space, Self-consistency (Wang et al.| [2022)) samples multiple chains of thought, which
can be seen as multiple i.i.d. solution paths in the decision space, and selects the best answer through
majority voting. Some works (Yao et al., | 2024; [Long, |2023) propose an alternative solution of
chains of thought, called “tree-of-thought”. These studies focus on reasoning tasks without involving
interaction between the internal steps of the tree and the environment. Additionally, RAP (Hao
et al.,|2023a)) combines world models with rewards in advanced MCTS search methods. To avoid
exhaustive exploration like MCTS, Toolchain* (Zhuang et al.,[2023) proposes a method that integrates
efficient A* search with the effective reasoning capability of LLM, and Tree-Planner (Hu et al.}|2023)
samples different paths once and aggregated them into an action tree. Most methods fail in multi
tools scenarios, but our Tool-Planner effectively addresses the issue of tool usage efficiency.

LLMs for tool use. The latest research in language modeling explores the use of external tools to
complement the knowledge stored in model weights (Qin et al., 2023). This approach allows tasks
like precise computation or information retrieval to be offloaded to external modules, such as Python
interpreters or search engines (Mialon et al.,[2023)). These tools retrieve natural language knowledge
from additional resources, as demonstrated by WebGPT (Nakano et al.,2021) and ReACT (Yao et al.,
2022])), which utilize search APIs to tap into these sources. Other methods, such as Toolformer (Schick
et al.| [2023), ART (Paranjape et al., 2023)), ToolkenGPT (Hao et al., | 2023b), leverage combinations of
search APIs, question-answer APIs, machine translation APIs, calculators, and other tools to address
various NLP tasks. ChatGPT Plugi and TaskMatrix.Al (Liang et al.l 2023b) show the potential of
LLMs integrated with thousands to millions of APIs. LATM (Cai et al., 2023) and CREATOR (Qian
et al., 2023)) utilize GPT-4 to create API tools. Our Tool-Planner integrates APIs with the same or
similar functions into toolkits, which significantly enhancing the ability to solve sub-problems.

6 CONCLUSION

In this paper, we present Tool-Planner, a framework for task planning based on tool clustering in tool
learning. This framework enables flexible adjustments among tools with the same function. When
errors occur in task planning, other tools within the same toolkit can be selected to maintain relative
consistency of the plan and ensure effective and thorough exploration of the solution space. After
all tools within a toolkit have been attempted, we switch to a new toolkit-based task planning to
dynamically adjust the planning process. Compared to existing algorithms, our method finds the API
to solve the current task more quickly, thus completing the task. Experiments show that our method
has a higher pass rate and win rate compared to different baselines. Additionally, the ablation study
demonstrates the effectiveness of the toolkit design. We also explore the impact of different clustering
numbers and text similarity algorithms on clustering and planning effectiveness. Experimental results
further confirm that our method can quickly complete task solutions. We believe this framework will
contribute to the long-term development of the tool learning paradigm.

'https://openai.com/blog/chatgpt-plugins
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A BROADER IMPACT AND LIMITATIONS

Broader Impact. Tool-Planner innovatively integrates toolkits, achieving efficient search in the
solution space for task planning. The Tool-Planner paradigm not only performs well on datasets like
ToolBench but can also be applied to complex real-world API task scenarios. This approach allows us
to integrate APIs of different categories and information types by placing the same type of APIs into
a toolkit, enabling multiple attempts with similar tools when addressing practical problems without
extensive exploration across a wide solution space.

Limitation. Tool-Planner has some limitations. Firstly, it heavily relies on clustering effectiveness.
When there are significant functional differences within a cluster, the model may fail to find the
appropriate tool for reasoning. This necessitates setting an appropriate cluster size during clustering
to merge tools with similar functions. Secondly, there is still room to explore better tool invocation
schemes. In our scenario, compared to linear invocation methods like ReACT |Yao et al.| (2022),
Tool-Planner still has twice the time delay. We hope to further study methods for tool selection within
clusters in the future.
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Algorithm 1 Tool-Planner Exploration Search

Input: Query: zg; API docs: D; Toolkits functionality: {m }{;1, Planning length: s, Toolkit
planning: Pr = {F;};_;
Output: Intermediate reasoning step: X = {z;}7_;

I: Poow < P X+ {zo}; 1+ 1, E + &

2: while [ is not higher to s do > // Finding a Suitable Answer
3 Cnow < 9
4: dpow — 9
5 ford, € Dy, do > // Task Planning within Same Toolkits
6 param < LLMs(z;-1,d;);
7 ¢ < Fy,(param); > // Making Function Call
8: if ¢; is not error message then
9: Crow = Cl; > // Fetching Valid Tool
10: Break Loop;
11: end if
12: end for
13: if ¢, 18 Nnot & then
14: x; + LLMs(X, {c; oy, dnow); > // Generate the Intermediate State Result
15: Add z; to X under z;_1;
16: I+ 1+1;
17: end if
18: if ¢,.00 1S O then > // Task Replanning across Toolkits
19: PL < LLMs(X, {c;}._,, Pr, E);
20: Add Prto E;
21: l < LCA(P,Pr); > // Restart from Lowest Common Ancestor Node
22: end if

23: Poow — P
24: end while
25: return X = {z;}7_;.

B IMPLEMENTATION DETAILS

Dataset. ToolBench |Qin et al.| (2024)) serves as a benchmark designed to evaluate the API calling
capabilities of agents. The ToolBench team gathered 16,464 real-world APIs from RapidAPI Rapid
(2023)) and compiled multiple execution traces for use as a training corpus. This is the only large
enough benchmark that contains enough APIs to shows the ability of tool clustering and simulate the
real world APIs usage.

The ToolBench test set is categorized into six distinct groups: G1-instruction, G1-tool, G1-category,
G2-instruction, G2-category, and G3-instruction. Groups labeled with “instruction” include test
instructions that utilize tools from the training set, thereby representing in-domain test data. In
contrast, groups labeled with “tool” or “category” feature test instructions that do not use tools from
the training set, represent out-of-domain test data. Each group consists of 100 user instructions,
totaling 400 instructions for the in-domain test set and 200 instructions for the out-of-domain test set.

Environment. In tool learning, we primarily rely on a series of API function calls to complete
planning task processing. In this process, we use toolsets as nodes in the dynamic search tree of
tool learning. The SimCSE |Gao et al.|(2021) model we adopt is a pre-trained supervised fine-tuning
model based on RoBERTa-base|Liu et al.|(2019). We generate corresponding explanatory information
for each API using the prompts provided in the appendix and embed this information into the KG
class. We utilize the Kmeans++ Arthur & Vassilvitskii| (2007) algorithm, which can quickly converge
by pre-setting initial cluster nodes. Additionally, both the OpenAl API and Claude API|interfaces
we use have an initial temperature setting of 0.3 for inference and planning. We choose £ = 1800 in
our experiment if no specific mention of its setting.

“https://www.anthropic.com/api
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Table 6. Comparision of Win Rate of DFSDT, ToolChain* and Tool-Planner.

Model Method Home Search Gl-Inst Gl1-Tool G1-Cat G2-Inst G2-Cat G3-Inst

GPT3.5 DFSDT 71.0 583 59.8 56.8 70.5 59.3 68.0
GPT3.5 ToolChain* 69.0 56.3 58.5 53.0 67.5 58.0 61.5
GPT3.5 Tool-Planner 75.0 63.3 63.5 61.3 72.3 63.5 67.5
GPT4 DFSDT 73.0 65.8 69.3 65.3 72.0 56.8 8L.5
GPT4 ToolChain* 76.0 38.5 70.5 64.0 73.3 54.0 75.5
GPT4  Tool-Planner 79.0 75.5 75.8 71.8 79.8 70.3 92.0

C PLANNING EXPLORATION DETAILS

When planning and exploring a task, we call upon the existing tools based on the current plan and
the information contained in the toolkit. The overall process can be illustrated in the form of the
Algorithm 1]

We utilize the lowest common ancestor on the decision tree to find the branching node that represents
the common prefix toolkit of the two schemes, thereby achieving search complexity similar to DFS.
In the specific implementation, we rely on the prompting for path reselection and search to expand
the solution space.

D COMPARISON WITH TOOLCHAIN*

ToolChain* rely on A* algorithms and require analysis through multiple tool invocations during path
exploration. They are primarily applied to relatively small categories with a limited number of tools
(only 10-100). Therefore, ToolChain* performs well in such scenarios. However, when the number
of tools increases, such as in real-world scenarios or comprehensive benchmarks like APIBench and
ToolBench, the performance of ToolChain* significantly degrades and may even become ineffective.
Thus, our primary focus has been on detailed performance comparisons with strategy learning or
planning-based methods. For a fair comparison, we have still reported ToolChain*’s performance
on 1) the Home Search subtask and 2) the overall dataset. The comparison results are shown in
the Table @ As the number of tools increases, the pass rate of heuristic-based methods declines
significantly due to the massive reasoning required, whereas the Tool-Planner approach maintains
competitive performance in terms of both win rate and pass rate in the final results.

E TOOL-PLANNER ON SMALLER LLMS

To understand the performance of Tool-Planner across different models, we explored the performance
and effectiveness of Llama-2-13B within our framework. Since tool learning requires strong rea-
soning capabilities to understand the functionality of tool APIs and their documentation, DFSDT
performs poorly with Llama-2-13B due to its inadequate comprehension of functionalities, rendering
it incapable of effectively completing recent actions and generating effective plans. Additionally,
during the generation process, Llama-2-13B is prone to hallucination issues |Guerreiro et al.| (2023);
Ahmad et al.|(2023)) due to deficiencies in parametric knowledge. Our method integrates multiple
APIs into a toolset, where the APIs within the toolset have the same or similar functions. This means
we can use the functional description of the toolset to aid in reasoning and planning throughout the
process. Notably, in Chain-of-Thought|Wei et al.|(2022); [Liu et al.| (2024al)); Fu et al.| (2023)) scenarios,
even small models exhibited excellent reasoning and planning capabilities. Therefore, it is beneficial
to separately explore the impact and role of small models on reasoning and execution in this context.
The experimental results are shown in the Table([7]

As we can see, DFSDT method has a success rate and win rate of zero due to its inadequate
understanding of API documentation, resulting in generated content that cannot solve the problem.
In contrast, within our framework using the Llama-2-13B model, it can generate some complete
reasoning results, but it still fails in most cases with low generation quality. However, when we use the
Llama-2-13B model as a planning model, the overall performance is not significantly different from
using LLMs for reasoning. This indicates that the bottleneck for smaller LLMs in tool learning is
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Table 7. Evaluation of Pass Rate and Win Rate for planning models and behavior models of different sizes.

" . G1-Inst. G1-Tool. G1-Cat. G2-Inst. G2-Cat. G3-Inst. Avg.
Method Planning Model - Behavior Model Pass. Win. Pass. Win. Pass. Win. Pass. Win. Pass. Win. Pass. Win. Pass. Win.
DFSDT Llama-2-13B Llama-2-13B 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Tool-Planner Llama-2-13B Llama-2-13B 125 133 85 120 95 58 115 145 95 133 140 3.0 109 103
Tool-Planner GPT-4 Llama-2-13B 145 158 7.0 9.5 105 6.8 9.5 163 7.0 153 160 105 108 124
Tool-Planner Llama-2-13B GPT-4 625 718 745 733 715 698 800 813 715 658 790 870 731 748
Tool-Planner GPT-4 GPT-4 660 755 785 758 750 718 835 798 775 703 830 920 773 715

Table 8. Performance and Efficiency Analysis of Clustering Methods in Tool-Planner Reasoning.

Clustering Option € Gl-Inst G2-Inst G3-Inst TorchHub HuggingFace TensorFlow
Tool-Planner(k-means best) - 63.3 72.3 67.5 77.6 75.4 72.4
Tool-Planner(DBSCAN)  0.001 57.5 68.3 66.3 75.1 72.8 65.2
Tool-Planner(DBSCAN) 0.01 61.8 71.8 66.5 77.3 76.5 70.3
Tool-Planner(DBSCAN) 0.02 64.3 70.3 68.0 78.5 772 71.9
Tool-Planner(DBSCAN) 0.04 63.5 69.8 68.3 77.0 73.1 69.7
Tool-Planner(DBSCAN) 0.08 59.5 59.3 66.0 73.2 65.8 61.2
Tool-Planner(DBSCAN) 0.16 50.5 45.5 57.5 65.1 56.9 55.9

mainly their ability to understand tools and their documentation, whereas they can achieve reasonably
good planning with coarse-grained information, aiding in task planning for overall tool learning.
Future work can delve deeper into this aspect.

F VARIANT OF TOOL-PLANNER ON DBSCAN CLUSTERING

Our approach replaces the original tool reasoning components with ReACT and AdaPlanner. First,
we perform a preprocessing step involving tool clustering. Then, we allocate tools from the clustered
toolkits to assist the model in completing sub-tasks within the planning process. This method is
highly adaptable to scenarios that rely on policy-based learning and planning approaches.

The adaptive adjustment of the number of clusters allows us to fine-tune the clustering granularity
within a specific range, such as by using the DBSCAN method. Our primary objective is to ensure
that the overall reasoning process remains controllable, while predefining the number of clusters
helps manage the time required for re-exploring the solution space. The advantage of DBSCAN
lies in its ability to more accurately group tools with similar functionalities. Given that the encoded
features contain more unsupervised semantic information in the vector directions, we use cosine
similarity as the distance metric for DBSCAN and set the default min, to 1.

To conduct a comprehensive comparison, as referenced in the Table[8] we evaluated the clustering
performance of DBSCAN. The results indicate that DBSCAN achieved a slight performance im-
provement over methods like k-means++. Therefore, in scenarios where performance is the primary
focus, DBSCAN performs better when the number of clusters is appropriate. Conversely, in scenarios
that emphasize overall efficiency and consistency, the k-means++ method ensures stable performance
and time consumption throughout the process.

G FUTURE EXPLORATION ON TOOLS EFFECT WITH CAUSAL INFERENCE

Considering that the success rate of tool invocation may vary under different tools, in multi-tool task
planning, we aim to select the optimal combination of tools based on the current state and historical
data to accomplish the task. We also expect to use causal inference models to predict the impact of
different tool combinations on the task outcome, and in future work, evaluate whether these models
contribute to optimizing tool selection.

Let the probability of task success be P(Y = 1| Ty, 5, ..., T;,), representing the probability of task
success given the tool choices. This probability can be computed using a causal inference model,
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such as a regression model:

n
P(Y =1|Ty,Ty,....To) =0 | > BT+ Y ayTiT; +e
i=1 i#j
where 3; and o;; represent the effects of individual tools and tool combinations, respectively, and
o(+) is the Sigmoid function that outputs the probability of task success. If a tool combination
significantly improves the task success probability, we can consider this tool combination as having
greater potential for future tasks. Conversely, if certain tool combinations have little or even negative
effects on task success, these combinations should be avoided in subsequent tasks. In the clustering
distance evaluation, this design helps in selecting the correct tools and optimizing spatial classification.
We look forward to further research in future work to improve clustering performance under k-means
or DBSCAN, thereby reducing redundancy and misclassification in the tool selection process.

H EXAMPLES IN ERROR ANALYSIS

In this section, we give the examples for the issues directly leading to failure or having potential
failure risks in each step to further conduct a more specific analysis.

H.1 INVALID INPUT PRAMETERS

Error Example

Invalid Input Parameters: Example 1

* Example: The user specifies a non-existent dietary preference when making a
request to the Recipe API.

* API Call:

{
"taste_preferences”: ["sweet"”, "spicy"],
"dietary_preference”: "paleo”
3
* Response:
{
"error”: "Invalid input parameters. Please provide a
valid dietary preference.”
3

* Analysis: In this scenario, the user has specified ’paleo” as their dietary preference.
However, the system does not recognize “paleo” as a valid dietary option in its
predefined list of dietary preferences. As a result, the API call returns an error
indicating that the input parameters are invalid.

Error Example

Invalid Input Parameters: Example 2

* Example: The user provides an invalid value for the ‘diet‘ parameter when making
a recipe search request.

* API Call:

GET /recipes/search?cuisine=Italian&diet=glutenfull

* Response:

{
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"error"”: "Invalid input parameters. The value
glutenfull' for 'diet' is not recognized. Please
use a valid diet option such as 'glutenfree', '
vegetarian', or 'vegan'.”

3

* Analysis: In this scenario, the user provided ‘glutenfull® as the value for the ‘diet*
parameter. However, ‘glutenfull® is not a recognized or valid option in the predefined
list of dietary preferences. Valid options might include ‘glutenfree’, ‘vegetarian®, or
‘vegan‘. As a result, the API returns an error indicating that the input parameters are
invalid.

H.2 API HALLUCINATED

Error Example

API Hallucinated: Example 1
* Example: The user incorrectly calls a deprecated API endpoint.
* API Call:

POST /v1/recipes/search

* Response:

{

"error": "API endpoint not found. Please use the
updated API endpoint /v2/recipes/search.”
}

* Analysis: In this example, the user attempts to call a deprecated API end-
point ‘/vl/recipes/search’. However, the system has updated the API and uses
‘/v2/recipes/search® as a replacement. Therefore, the user receives an error response
indicating they have used a non-existent API endpoint.

Error Example

API Hallucinated: Example 2

* Example: The model misinterprets information from the API documentation, lead-
ing to a call to a non-existent API.

* API Call:

GET /recipes/retrieve?cuisine=Italian

* Response:

{

"error"”: "API endpoint not found. Please refer to
the correct documentation for available endpoints.”

3

* Analysis: In this example, the user attempts to use a non-existent API endpoint
‘/recipes/retrieve‘ mentioned in the documentation to retrieve recipes for Italian
cuisine. However, this endpoint does not exist. This could be because the model mis-
interprets information from the API documentation, leading the user to mistakenly
call a non-existent API.
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H.3 FALSE API CALL FORMAT

Error Example

False API Call Format: Example 1

* Example: The user sends parameters in the request body instead of as query
parameters for a GET request.

* API Call:

GET /recipes/search

{
"cuisine”: "Italian”,
"diet": "vegetarian”
}
* Response:
{
"error”: "Invalid request format. Please provide
parameters as query strings.”
}

* Analysis: In this case, the user included parameters in the request body for a GET
request. The API expects parameters to be sent as query strings, leading to an invalid
request format error.

Error Example

False API Call Format: Example 2

* Example: The user incorrectly formats the date parameter when making a request
for recipe suggestions.

* API Call:

{
"user_id": "12345",
"preferred_date”: "12-31-2023"
3
* Response:
{
"error"”: "Invalid input parameters. Please use the
format YYYY-MM-DD for the date.”
1

* Analysis: In this case, the user provided the date in the format MM-DD-YYYY
instead of the expected format YYYY-MM-DD. This mismatch in expected format
led to an invalid input parameters error.

H.4 CLUSTER INCOMPLETE

Cluster Incomplete error occurs when the model overlooks some APIs due to incomplete clustering,
resulting in the failure to identify APIs that could solve the problem.
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H.5 Miss INPUT PARAMETERS

Error Example

Miss Input Parameters: Example 1

* Example: The user omits the required ‘cuisine‘ parameter when making a recipe
search request.

* API Call:

GET /recipes/search?diet=vegetarian

* Response:

{
"error”: "Missing required parameter: cuisine. Please
provide a cuisine type."”

3

* Analysis: The error occurred because the user did not include the required ‘cuisine*
parameter in the query string. This parameter is essential for the API to filter and
return the appropriate recipes, and its absence leads to an error response.

Error Example

Miss Input Parameters: Example 2

* Example: The user fails to provide the ‘user_id® when requesting personalized
recipe recommendations.

e API Call:

POST /recipes/recommendations

{
"preferences”: ["spicy”, "low-carb"]
}
* Response:
{
"error": "Missing required parameter: user_id. Please
provide your user ID."
}

* Analysis: In this case, the user did not include the ‘user_id* in the request body. The
‘user_id‘ is necessary for the API to retrieve personalized recommendations based
on the user’s history and preferences. Without it, the API cannot process the request
and returns an error.

H.6 DECISION FAILURE

The ”Decision Failure” error refers to situations where, even if the aforementioned errors don’t happen,
failure still occurs. We attribute these errors to flaws in the model’s planning or decision-making,
which prevent the completion of the intended task. This could be because the model doesn’t fully
understand the task or the user’s context, leading to a lack of necessary steps in the planned process
or the occurrence of illogical errors. This error requires strengthening the model’s understanding to
avoid happening.
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I ETHICS AND SAFEGUARD

Our work is based on open-source datasets and code for experimentation. All data and information
comply with relevant code standards and data regulations, ensuring that there is no risk of privacy
breaches or information leaks. The use of large language models in our paper is primarily applied to
handling and solving task planning processes in most scenarios, as well as text processing during
Chinese-to-English translation in token level. This fully complies with the conference’s requirements
and privacy security guidelines.

When using tools and interacting with large language models, we may utilize relevant information
from instruction. It is important to note that hallucinations from large language models may lead to
incorrect answers. Our approach can be further integrated into other frameworks.

J ToOOL-PLANNER PROMPTING TEMPLATE

Prompt of Plan Making

You will be provided with the toolkits, the clustered names of toolkits, and the descriptions of
the function of the toolkits. Your task is to interact with API toolkits to construct user queries
and use the functionalities of the toolkits to answer the queries. You need to identify the most
suitable toolkits based on the user’s requirements, and then outline your solution plan based
on the toolkits you’ve selected.Remember, your goal is not to directly answer the query but
to identify the toolkits and provide a solution plan. Here is the user’s question:[user query]

Prompt of Plan Exploration

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Prompt of the In-Toolkit Error Occurs

This is not your first attempt at this task. The previously called APIs have all failed, and you
are now in the intermediate state of an In-Toolkit plan exploration. Before you decide on
new actions, I will first show you the actions you have taken previously for this state. Then,
you must develop an action that is different from all these previous actions. Here are some
previous candidate actions: [previous API]. Now, please analyze the current state and then
call another API within the same toolkit where the previously failed APIs are located.

Prompt of the Cross-Toolkit Error Occurs

This is not your first attempt at this task. All the APIs planned within the previous toolkits
have failed, and you are now in the intermediate state of a Cross-Toolkit plan exploration.
Before you decide on new actions, I will first show you the actions you have taken previously
for this state. Then, you must develop an action that is different from all these previous
actions. Here are some previous candidate actions: [previous API, previous toolkit]. Now,
please revert to the previous node, revise the plan for this step, and use a different toolkit.
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Prompt of the Ouputs

If you believe you have obtained the result capable of answering the task, please invoke this
function to provide the final answer. Remember: the only part displayed to the user is the
final answer, so it should contain sufficient information.

K CASE STUDY

K.1 AN EXAMPLE IN G1 DATASETS

K.1.1 PLAN MAKING

You will be provided with the toolkits, the clustered names of toolkits, and the descriptions of
the function of the toolkits. Your task is to interact with API toolkits to construct user queries
and use the functionalities of the toolkits to answer the queries. You need to identify the most
suitable toolkits based on the user’s requirements, and then outline your solution plan based
on the toolkits you’ve selected.Remember, your goal is not to directly answer the query but
to identify the toolkits and provide a solution plan. Here is the user’s question: I'm planning
to move to a new city. Can you suggest some locations to consider based on my preferences?
I prefer a quiet neighborhood with at least 3 bedrooms and 2 bathrooms. It would be great if
the location is close to parks and has a low crime rate. Also, provide me with the zip codes
for the suggested locations using the getZipCodeByCity API.

Answer:

1. Neighborhood Characteristics and Listings:

* Proposed Toolkit Name: Real Estate Listings
— Functionality: The APIs in the Toolkit help us find listings with at least 3
bedrooms and 2 bathrooms in quiet neighborhoods.
2. Crime Rate Information:

¢ Proposed Toolkit Name: Crime Data
— Functionality: The APIs in the Toolkit provide information on the crime
rates of different neighborhoods.
3. Proximity to Parks:

¢ Proposed Toolkit Name: Local Amenities
— Functionality: The APIs in the Toolkit provide data on the location of
parks and recreational facilities.
4. Zip Code Information:

* Proposed Toolkit Name: Geolocation

— Functionality: The APIs in the Toolkit return the zip codes for the sug-
gested neighborhoods.

K.1.2 PLAN EXPLORATION

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
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for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 1: Identify Suitable Neighborhoods

To identify suitable neighborhoods, we will use the Property Listings API to search for
listings with at least 3 bedrooms and 2 bathrooms in quiet neighborhoods. Based on our
toolkit, here is the likely API call:

API Call: Property Listings API

{
"endpoint”: "/getProperties”,
"method”: "GET",
"parameters”: {
"bedrooms”: 3,
"bathrooms”: 2,
"neighborhood”: "quiet"”
3
3

API Response:
{

"status”: "success”,
"data": [

"address": "123 Quiet St, Springfield”,
"city": "Springfield”,

"bedrooms"”: 3,

"bathrooms”: 2,

"neighborhood”: "Quiet Park”,

"price": 350000

"address": "456 Peaceful Ave, Springfield”,
"city": "Springfield”,
"bedrooms”: 4,
"bathrooms”: 3,
"neighborhood”: "Serenity Gardens",
"price": 450000
}
]
3

Analysis: The API call was successful and returned a list of properties matching the criteria.
We now have data on potential neighborhoods and properties.

Next Step: Proceed to Step 2 of the plan: verifying the crime rates in the identified neighbor-
hoods.

Instruction: Let’s begin executing this step of the plan. You will be provided with docu-
mentation for all the APIs contained within this step’s toolkit, along with the parameters
required to call the APIs. Please randomly select one API from this toolkit to satisfy the user’s
requirements, or select the specified API if the user has indicated one. Consult the usage
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documentation for this API, then make the API call and provide the response. Afterward,
briefly analyze the current status and determine the next step. If the API call is successful,
proceed to the next step as planned. If it fails, invoke another API from the toolkit. If all APIs
in the toolkit have been tried and failed, revert to the previous node and revise this step. Keep
the analysis concise, ideally no more than three sentences.

Answer:

Step 2: Verify Crime Rates

We will use the Crime Rate API to check the crime rates for the neighborhoods ”Quiet Park™
and “Serenity Gardens”.

API Call: Crime Rate API

{
"endpoint”: "/getCrimeRate",
"method”: "GET",
"parameters”: {
"neighborhood”: "Quiet Park"”
3
}
API Responses:
{
"status”: "success",
"data": {
"Quiet Park": {
"crime_rate"”: "low”
e
"Serenity Gardens”: {
"crime_rate"”: "low”
}
3
3

Analysis: The crime rate data indicates that both "Quiet Park™ and “’Serenity Gardens” have
low crime rates, making them suitable neighborhoods based on your preferences.

Next Step: Proceed to Step 3 of the plan: finding the proximity to parks in these neighbor-
hoods.

Instruction:

Instruction: Let’s begin executing this step of the plan. You will be provided with docu-
mentation for all the APIs contained within this step’s toolkit, along with the parameters
required to call the APIs. Please randomly select one API from this toolkit to satisfy the user’s
requirements, or select the specified API if the user has indicated one. Consult the usage
documentation for this API, then make the API call and provide the response. Afterward,
briefly analyze the current status and determine the next step. If the API call is successful,
proceed to the next step as planned. If it fails, invoke another API from the toolkit. If all APIs
in the toolkit have been tried and failed, revert to the previous node and revise this step. Keep
the analysis concise, ideally no more than three sentences.

Answer:

Step 3: Find Proximity to Parks

To find the proximity of parks in the neighborhoods ”Quiet Park”” and “’Serenity Gardens”,
we will use the Parks and Recreation API.

API Call: Parks and Recreation API
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{
"endpoint”: "/getParksNearby",
"method”: "GET",
"parameters”: {
"neighborhood”: "Quiet Park"”
3
3
API Response:
{
"status”: "success",
"data": {
"Quiet Park”: [
{
"park_name": "Central Park”,
"distance”: "0.5 miles”
} ’
{
"park_name"”: "Riverside Park",
"distance”: "1.2 miles”
}
] ’
"Serenity Gardens”: [
{
"park_name": "Greenfield Park",
"distance”: "0.3 miles”
} ’
{
"park_name": "Lakeside Park”,
"distance”: "1.0 miles”
3
]
}
}

Analysis: Both ”Quiet Park” and ”Serenity Gardens” neighborhoods have parks in close
proximity, further meeting your criteria for a suitable location.

Next Step: Proceed to Step 4 of the plan: retrieve the zip codes for these neighborhoods
using the getZipCodeByCity API.

Instruction: Let’s begin executing this step of the plan. You will be provided with docu-
mentation for all the APIs contained within this step’s toolkit, along with the parameters
required to call the APIs. Please randomly select one API from this toolkit to satisfy the user’s
requirements, or select the specified API if the user has indicated one. Consult the usage
documentation for this API, then make the API call and provide the response. Afterward,
briefly analyze the current status and determine the next step. If the API call is successful,
proceed to the next step as planned. If it fails, invoke another API from the toolkit. If all APIs
in the toolkit have been tried and failed, revert to the previous node and revise this step. Keep
the analysis concise, ideally no more than three sentences.

Answer:

Step 4: Retrieve Zip Codes
We will use the getZipCodeByCity API to get the zip codes for ”Quiet Park” and ”Serenity
Gardens”.
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API Call: getZipCodeByCity API

{
"endpoint”: "/getZipCode",
"method”: "GET",
"parameters”: {
"city": "Springfield”,
"neighborhood”: "Quiet Park"”
3
}

API Response:
{

"status”: "success”,
"data": {
"Quiet Park": "62704",
"Serenity Gardens”: "62711"
3
3

Analysis: The zip codes for the neighborhoods ”Quiet Park™ (62704) and ”Serenity Gardens”
(62711) have been successfully retrieved.

K.1.3 OuTtpPUTS

If you believe you have obtained the result capable of answering the task, please invoke this
function to provide the final answer. Remember: the only part displayed to the user is the
final answer, so it should contain sufficient information.

Based on your preferences for a quiet neighborhood with at least 3 bedrooms and 2 bathrooms,
proximity to parks, and a low crime rate, the neighborhoods ”Quiet Park™ and ”’Serenity
Gardens” in Springfield are suitable options. The respective zip codes are 62704 and 62711.

K.2 AN EXAMPLE IN G2 DATASETS

K.2.1 PLAN MAKING

You will be provided with the toolkits, the clustered names of toolkits, and the descriptions of
the function of the toolkits. Your task is to interact with API toolkits to construct user queries
and use the functionalities of the toolkits to answer the queries. You need to identify the
most suitable toolkits based on the user’s requirements, and then outline your solution plan
based on the toolkits you’ve selected.Remember, your goal is not to directly answer the query
but to identify the toolkits and provide a solution plan. Here is the user’s question:I want to
surprise my sister with a trip to New York City. Can you find the average gas price in the
city? Additionally, fetch the helicopter specifications for the Bell 206 model as my sister is
fascinated by helicopters. Also, provide me with the gas price predictions for tomorrow in
major Canadian cities.
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Answer:

1. Average Gas Price in New York City:

* Proposed Toolkit Name: Gas Prices
— Functionality: The APIs in the Toolkit will help us find the current average
gas price in New York City.
2. Helicopter Specifications for Bell 206:

* Proposed Toolkit Name: Helicopter Specifications
— Functionality: The APIs in the Toolkit will provide detailed specifications
for the Bell 206 helicopter model.
3. Gas Price Predictions in Major Canadian Cities:

* Proposed Toolkit Name: Gas Price Predictions

— Functionality: The APIs in the Toolkit will provide predictions for gas
prices for the next day in major Canadian cities.

K.2.2 PLAN EXPLORATION

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 1: Get Average Gas Price in New York City

To find the average gas price in New York City, we will use the GasPriceAPI. Based on our
toolkit, here is the likely API call:

API Call: GasPriceAPI

{
"endpoint”: "/getGasPrice”,
"method”: "GET",
"parameters”: {
"cityName": "New York City"
3
}
API Response:
{
"status”: "success”,
"data": {
"city": "New York City"”,
"averageGasPrice”: "$3.50 per gallon”
3
3

Analysis: The API call was successful and returned the average gas price in New York City
as $3.50 per gallon.

Next Step: Proceed to Step 2 of the plan: fetching the helicopter specifications for the Bell
206 model.
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Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 2: Fetch Helicopter Specifications for Bell 206

To fetch the helicopter specifications for the Bell 206 model, we will use the HelicopterSpec-
sAPI. Based on our toolkit, here is the likely API call:

API Call: HelicopterSpecsAPI

{
"endpoint”: "/getHelicopterSpecs”,
"method”: "GET",
"parameters”: {
"model”: "Bell 206"
3
3
API Response:
{
"status”: "success",
"data": {
"model”: "Bell 206",
"specifications”: {
"length”: "39 ft 8 in",
"height": "9 ft 4 in",
"maxSpeed”: "150 mph”,
"range": "430 miles”
}
3
3
Analysis: The API call was successful and returned the specifications for the Bell 206
helicopter.

Next Step: Proceed to Step 3 of the plan: getting gas price predictions for tomorrow in major
Canadian cities.

Instruction:

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.
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Answer:

Step 3: Get Gas Price Predictions for Tomorrow in Major Canadian Cities

To get gas price predictions for tomorrow in major Canadian cities, we will use the GasPri-
cePredictionAPI. Based on our toolkit, here is the likely API call:

API Call: GasPricePredictionAPI

{

"endpoint”: "/getGasPricePredictions”,
"method”: "GET",
"parameters”: {
"country”: "Canada"
3
}

API Response:
{

"status”: "success”,
"data": {
"country”: "Canada",
"predictions”: [
{
"city": "Toronto”,
"predictedPrice”: "$1.40 per liter”
Yo
{
"city": "Vancouver”,
"predictedPrice”: "$1.45 per liter”
3
]
3
3

Analysis: The API call was successful and returned gas price predictions for major Canadian
cities including Toronto and Vancouver.
Next Step: Present the retrieved data to the user.

K.2.3 OUTPUTS

Instruction:

If you believe you have obtained the result capable of answering the task, please invoke this
function to provide the final answer. Remember: the only part displayed to the user is the
final answer, so it should contain sufficient information.

Outputs:

* Average Gas Price in New York City:

— City: New York City

— Average Gas Price: $3.50 per gallon
* Helicopter Specifications for Bell 206:

— Model: Bell 206

— Specifications:

+ Length: 39 ft 8 in

Height: 9 ft 4 in

Max Speed: 150 mph
Range: 430 miles

* % ¥
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* Gas Price Predictions in Major Canadian Cities:
— Country: Canada
— Predictions:

x Toronto: $1.40 per liter
# Vancouver: $1.45 per liter

K.3 AN EXAMPLE IN G3 DATASETS

K.3.1 PLAN MAKING

You will be provided with the toolkits, the clustered names of toolkits, and the descriptions of
the function of the toolkits. Your task is to interact with API toolkits to construct user queries
and use the functionalities of the toolkits to answer the queries. You need to identify the most
suitable toolkits based on the user’s requirements, and then outline your solution plan based
on the toolkits you’ve selected.Remember, your goal is not to directly answer the query but
to identify the toolkits and provide a solution plan. Here is the user’s question: I want to
surprise my sister with a trip to New York City. Can you find the average gas price in the
city? Additionally, fetch the helicopter specifications for the Bell 206 model as my sister is
fascinated by helicopters. Also, provide me with the gas price predictions for tomorrow in
major Canadian cities.

Answer:

1. Beach Destination Information:

* Proposed Toolkit Name: Travel Information
— Functionality: The APIs in the Toolkit provide information on popular
beach destinations, including weather forecasts and local attractions.
2. Cocktail Recommendations:

* Proposed Toolkit Name: Recipes
— Functionality: The APIs in the Toolkit offer a database of cocktail recipes,
including refreshing options suitable for beach enjoyment.
3. Stock Price Data:

¢ Proposed Toolkit Name: Financial Markets
— Functionality: The APIs in the Toolkit provide historical open and close
prices for specific stocks, including Qualcomm.
4. Beach Activities Suggestions:

* Proposed Toolkit Name: Recreational Activities

— Functionality: The APIs in the Toolkit offer information on various sports
and recreational activities suitable for beach settings.

K.3.2 PLAN EXPLORATION

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
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the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 1: Gather Beach Destination Information
To gather information on popular beach destinations, including weather forecasts and local
attractions, we will use the Travel Advisory API. Here is the likely API call:
API Call: Travel Advisory API
{
"endpoint”: "/getBeachDestinations"”,
"method”: "GET",
"parameters”: {
"location”: "beach”
3
3
API Response:
{
"status": "success”,
"data": [
{
"destination”: "Maldives"”,
"weather_forecast”: "Sunny with occasional showers, temperature: 30
degree”,
"attractions”: ["Snorkeling”, "Scuba Diving"”, "Relaxing on Beaches
"]
}’
{
"destination”: "Maui, Hawaii",
"weather_forecast”: "Partly cloudy, temperature: 28 degree”,
"attractions”: ["Hiking", "Whale Watching”, "Luaus"]
}7
// More beach destinations...
]
3
Analysis: The API call successfully retrieved information on popular beach destinations,
including weather forecasts and local attractions, such as the Maldives and Maui, Hawaii.
Next Step: Proceed to Step 2 of the plan: recommending refreshing cocktails suitable for
beach enjoyment.

Instruction:

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.
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Answer:

Step 2: Recommend Refreshing Cocktails

To suggest refreshing cocktails suitable for beach enjoyment, we will use the Cocktail Recipe
API. Here is the likely API call:

API Call: Cocktail Recipe API

{
"endpoint”: "/getRefreshingCocktails"”,

"method”: "GET",
"parameters”: {

"location”: "beach”

3

}

API Response:

{

"status”: "error”,

"message”: "Internal server error. Please try again later.”
}

Analysis: The API call to the original Cocktail Recipe API encountered an internal server
error, resulting in an unsuccessful response. This could be due to temporary server issues or
an invalid request format.

Next Step: To address this issue, we’ll switch to another API within our toolkit. Let’s replace
the current API with the CocktailDB API, which provides a broader selection of cocktail
recipes.

This is not your first attempt at this task. The previously called APIs have all failed, and you
are now in the intermediate state of an In-Toolkit plan exploration. Before you decide on
new actions, I will first show you the actions you have taken previously for this state. Then,
you must develop an action that is different from all these previous actions. Here are some
previous candidate actions: [Cocktail Recipe API]. Now, please analyze the current state and
then call another API within the same toolkit where the previously failed APIs are located.

Answer:

Step 2 (Revised): Recommend Refreshing Cocktails
We’ll use the CocktailDB API instead of the problematic API. Here is the likely API call:
API Call: CocktailDB API

{

"endpoint”: "/getRandomCocktails",
"method”: "GET",

"parameters”: {

"number”: 5,

"tag": "beach”

3

3

API Response:
{

"status"”: "success",

"data”: [

{

"cocktail_name"”: "Sex on the Beach”,

"ingredients”: ["Vodka", "Peach Schnapps”, "Orange Juice”, "Cranberry
Juice"],
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"instructions”: "Pour all ingredients into a shaker with ice. Shake well
and strain into a glass.”

}’

{

"cocktail_name": "Tequila Sunrise”,

"ingredients"”: ["Tequila”, "Orange Juice”, "Grenadine"],

"instructions”: "Pour tequila and orange juice into a glass over ice. Add
grenadine and stir.”

}’

// More refreshing cocktails...

]

3

Analysis: The API call successfully retrieved a wider variety of refreshing cocktail recipes
suitable for beach enjoyment, including classics like Sex on the Beach and Tequila Sunrise.
Next Step: Proceed to Step 3 of the plan: fetching historical stock prices for Qualcomm.

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 3: Fetch Historical Stock Prices for Qualcomm

To retrieve historical stock prices for Qualcomm, we’ll utilize the Alpha Vantage API, which
offers comprehensive financial market data. Here is the likely API call:

API Call: Alpha Vantage API

{
"endpoint”: "/time_series_daily",
"method”: "GET",
"parameters”: {
"symbol"”: "QCOM",
"outputsize"”: "compact”
3
3
API Response:
{
"status”: "success",
"data": [
{
"date": "2024-05-20",
"open": 155.00,
"high": 156.20,
"low": 153.50,

"close": 154.75,
"volume"”: 2500000
Be

// More historical data...




Published as a conference paper at ICLR 2025

]
3

Analysis: The API call successfully retrieved historical stock prices for Qualcomm, including
open, high, low, and close prices for each trading day.

Next Step: Proceed to Step 4 of the plan: suggest sports activities that can be enjoyed on the
beach.

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 4: Suggest Sports Activities for Beach Enjoyment

For suggesting sports activities that can be enjoyed on the beach, we can use the Beach
Sports API, which provides information on various beach sports and recreational activities.
Here is the likely API call:

API Call: Beach Sports API

{
"endpoint": "/getBeachSports",
"method”: "GET",
"parameters”: {
"location”: "beach”
3
3

API Response:
{

"status”: "success”,

"data”: [
"Beach Volleyball”,
"Surfing”,
"Snorkeling”,
"Jet Skiing",
"Beach Soccer”

]

}

Analysis: The API call successfully retrieved a list of sports activities that can be enjoyed on
the beach, including beach volleyball, surfing, snorkeling, jet skiing, and beach soccer.

K.3.3 OUTPUTS

If you believe you have obtained the result capable of answering the task, please invoke this
function to provide the final answer. Remember: the only part displayed to the user is the
final answer, so it should contain sufficient information.
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Outputs:

For your family beach vacation, we’ve gathered information on popular destinations and local
attractions. The Maldives offers sunny weather with occasional showers and activities like
snorkeling, scuba diving, and relaxing on beaches. Similarly, Maui, Hawaii provides partly
cloudy weather with attractions such as hiking, whale watching, and luaus.

To keep you refreshed, we recommend trying cocktails like Sex on the Beach and Tequila
Sunrise, which can be enjoyed while soaking up the sun.

Regarding financial data, we’ve retrieved historical stock prices for Qualcomm. On May 20th,
2024, the stock opened at $155.00, reached a high of $156.20, a low of $153.50, and closed
at $154.75, with a trading volume of 2,500,000 shares.

For beach activities, you can indulge in beach volleyball, surfing, snorkeling, jet skiing, and
beach soccer, ensuring there’s something enjoyable for everyone.

With this comprehensive guide, your family vacation planning is complete, offering a perfect
blend of relaxation, entertainment, and adventure!

K.4 AN EXAMPLE OF NO ERROR OCCURRENCE.

K.4.1 PLAN MAKING

Instruction:

You will be provided with the toolkits, the clustered names of toolkits, and the descriptions of
the function of the toolkits. Your task is to interact with API toolkits to construct user queries
and use the functionalities of the toolkits to answer the queries. You need to identify the most
suitable toolkits based on the user’s requirements, and then outline your solution plan based
on the toolkits you’ve selected.Remember, your goal is not to directly answer the query but
to identify the toolkits and provide a solution plan. Here is the user’s question: My friend
sent a package with the tracking number YT2003521266065328. I need to track this package
and get the tracking information. Additionally, detect the carrier for this tracking number.

Answer:

1. Carrier Detection:

* Proposed Toolkit Name: Carrier Detection
— Functionality: The APIs in the Toolkit detect the carrier associated with a
given tracking number.
2. Package Tracking:
* Proposed Toolkit Name: Package Tracking

— Functionality: The APIs in the Toolkit provide detailed tracking informa-
tion for a package using the tracking number.

K.4.2 PLAN EXPLORATION
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Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 1: Carrier Detection

To identify the carrier for the tracking number YT2003521266065328, we will use the
AfterShip API. Here is the likely API call:

API Call: AfterShip API

{
"endpoint”: "/couriers/detect”,
"method”: "POST",
"parameters”: {
"tracking_number”: "YT2003521266065328"
3
3
API Response:
{
"meta”: {
"code": 200,
"type": "Success",
"message"”: "Successfully detected the courier.”
} ’
"data": {
"couriers”: [
{
"slug": "yuntu",
"name"”: "Yun Express”,
"phone”: "+86 400 068 6006",
"other_name”: "",
"web_url”: "http://www.yuntrack.com/"
3
]
3
3

Analysis: The API call successfully detected the carrier for the tracking number
YT2003521266065328 as Yun Express.

Next Step: Proceed to Step 2 of the plan: tracking the package using the detected carrier,
Yun Express.

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
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for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 2: Package Tracking

To get the tracking information for the package with the tracking number
YT2003521266065328, we will use the AfterShip API and the detected carrier Yun Express.
Here is the likely API call:

API Call: AfterShip API

{
"endpoint”: "/trackings"”,
"method”: "POST",
"parameters”: {
"tracking”: {
"slug": "yuntu”,
"tracking_number”: "YT2003521266065328"
3
}
}
API Response:
{
"meta”: {
"code": 200,
"type": "Success",
"message"”: "Successfully retrieved tracking information.”
} ’
"data": {
"tracking”: {
"1d" TXXXXXXXXXXXXXXXXXXXXXXX "

"created_at": "2023-05-20T00:00:00+00:00",
"updated_at": "2023-05-21T00:00:00+00:00",
"last_update_time": "2023-05-21T00:00:00+00:00",
"tracking_number”: "YT2003521266065328",
"slug”: "yuntu",

"active": true,

"delivery_status”: "In Transit”,
"shipment_package_count"”: 1,
"origin_country_iso3": "CHN",
"destination_country_iso3": "USA",

"expected_delivery”: "2023-06-01",
"checkpoint”: [
{
"city": "Shenzhen"”,
"country_name": "China",
"message”: "Shipment picked up”,
"checkpoint_time"”: "2023-05-20T00:00:00+00:00"

"city": "Los Angeles”,

"country_name": "USA",

"message”: "Arrived at sorting center”,
"checkpoint_time"”: "2023-05-21T00:00:00+00:00"
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Analysis: The API call successfully retrieved the tracking information for the package,
indicating that it is currently in transit with the most recent checkpoint being its arrival at a
sorting center in Los Angeles, USA.

Conclusion: The package with tracking number YT2003521266065328, handled by Yun
Express, is currently in transit and has arrived at a sorting center in Los Angeles. The expected
delivery date is June 1, 2023.

K.4.3 OUTPUTS

Instruction:

If you believe you have obtained the result capable of answering the task, please invoke this
function to provide the final answer. Remember: the only part displayed to the user is the
final answer, so it should contain sufficient information.

r
\

Outputs:

Based on the provided tracking number YT2003521266065328, the carrier associated with
the package is Yun Express. Upon tracking the package, it was found to be currently in transit
and has arrived at a sorting center in Los Angeles, USA. The expected delivery date is June 1,
2023.

K.5 AN EXAMPLE OF IN-TOOLKIT ERROR OCCURRENCE.

K.5.1 PLAN MAKING

Instruction:

You will be provided with the toolkits, the clustered names of toolkits, and the descriptions of
the function of the toolkits. Your task is to interact with API toolkits to construct user queries
and use the functionalities of the toolkits to answer the queries. You need to identify the most
suitable toolkits based on the user’s requirements, and then outline your solution plan based
on the toolkits you’ve selected.Remember, your goal is not to directly answer the query but
to identify the toolkits and provide a solution plan. Here is the user’s question: I need to ship
a package internationally and require the services of a reliable transitaire. Can you provide
me with a list of transitaires available? Additionally, I would like to know the health status of
the SQUAKE authentication system.

Answer:

1. Transitaire Identification:

* Proposed Toolkit Name: Shipping and Logistics

— Functionality: The APIs in the Toolkit provide information about shipping
services, including international shipping, and can help identify reliable
transitaires.

2. SQUAKE Authentication System Health Check:
* Proposed Toolkit Name: System Health Check
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— Functionality: The APIs in the Toolkit monitor the health status of various
systems and services, including authentication systems like SQUAKE.

K.5.2 PLAN EXPLORATION

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 1: Transitaire Identification

To identify reliable transitaires for international shipping, we will use the EasyPost API.
Here is the likely API call:

API Call: EasyPost API

{
"endpoint”: "/v2/carriers”,
"method”: "GET",
"parameters”: {
"filter": {
"services": {
"international”: true

3
3
b
b

API Response:
{

"status"”: "success”,
"data": [
{
"name”: "DHL Express”,
"code": "dhl_express”,
"services": {
"international”: true,
// Other services...
3
}’
{
"name”: "FedEx",
"code": "fedex",
"services": {
"international”: true,
// Other services...
3
}7

// More transitaires...
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]
b

Analysis: The API call successfully retrieved a list of transitaires that offer international
shipping services. Transitaires like DHL Express and FedEx are included in the response.
Next Step: Filter the list of transitaires based on reliability and international shipping
capabilities, then provide the user with the refined list.

Instruction:

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 2: SQUAKE Authentication System Health Check

To check the health status of the SQUAKE authentication system, we will use the StatusPage
API.

API Response:

{

"status"”: "error”,
"message”: "Failed to fetch status information for the SQUAKE
authentication system. Please try again later.”

b

Analysis: In case of an unsuccessful API call, the error message suggests a failure to fetch
status information for the SQUAKE authentication system. This could be due to various
reasons such as network issues, server downtime, or invalid API credentials.

Next Step: Attempt to resolve the issue by checking for any network or server-related issues,
ensuring the correctness of API credentials, and retrying the API call. If the problem persists,
consider reaching out to the API provider for assistance or using alternative methods to verify
the health status of the SQUAKE authentication system.

Instruction:

This is not your first attempt at this task; you are currently in the middle of the planning and
exploration phase, and the APIs you previously called all failed. Now, please call different
APIs within the same toolbox where the previous API calls. Remember to perform actions
different from all previous APIs.

Answer:

Step 2: SQUAKE Authentication System Health Check

For this step, let’s use the Pingdom API instead of the StatusPage API to check the health
status of the SQUAKE authentication system.

API Call: Pingdom API

{

"endpoint”: "/checks",
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"method”: "GET",
"parameters”: {
"target”: "https://squakesystem.com”,

thpell: Hhttpll
3
3
API Response:
{
"status"”: "error",

"message”: "Failed to perform health check for the SQUAKE
authentication system. Please try again later.”

3

Analysis: The API call to Pingdom for the health check of the SQUAKE authentication
system encountered an error, indicating a failure to perform the health check.

Next Step: Since the Pingdom API call also failed, we may need to consider alternative
methods or tools to check the health status of the SQUAKE authentication system. This could
involve manual verification or exploring other system monitoring services within the same
toolbox.

This is not your first attempt at this task. The previously called APIs have all failed, and you
are now in the intermediate state of an In-Toolkit plan exploration. Before you decide on
new actions, I will first show you the actions you have taken previously for this state. Then,
you must develop an action that is different from all these previous actions. Here are some
previous candidate actions: [Pingdom API]. Now, please analyze the current state and then
call another API within the same toolkit where the previously failed APIs are located.

Answer:

Step 2: SQUAKE Authentication System Health Check

To check the health status of the SQUAKE authentication system, we will use the UptimeR-
obot API. Here is the likely API call:

API Call: UptimeRobot API

{
"endpoint”: "/v2/getMonitors”,
"method”: "POST",
"parameters”: {
"api_key": "YOUR_API_KEY",
"monitors”: "YOUR_MONITOR_ID"
3
3
API Response:
{
"stat”: "ok”,
"monitors": [
{

"id": "YOUR_MONITOR_ID",

"friendly_name": "SQUAKE Authentication System”,
"url”: "https://squakesystem.com”,

"type": 1,

"status": 2,

"all_time_uptime_ratio”: "99.998"
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]
b

Analysis: The API call successfully retrieved the status of the SQUAKE authentication
system, indicating that it is currently operational with a high uptime ratio of 99.998%.
Conclusion: The health status check confirms that the SQUAKE authentication system is
functioning normally with minimal downtime.

K.5.3 OutpUTS

Instruction:

If you believe you have obtained the result capable of answering the task, please invoke this
function to provide the final answer. Remember: the only part displayed to the user is the
final answer, so it should contain sufficient information.

Outputs:

For international shipping, reliable transitaires include DHL Express and FedEx.
Additionally, the SQUAKE authentication system is currently operational with a high uptime
ratio of 99.998%.

K.6 AN EXAMPLE OF CROSS-TOOLKIT ERROR OCCURRENCE.

K.6.1 PLAN MAKING

Instruction:

You will be provided with the toolkits, the clustered names of toolkits, and the descriptions of
the function of the toolkits. Your task is to interact with API toolkits to construct user queries
and use the functionalities of the toolkits to answer the queries. You need to identify the most
suitable toolkits based on the user’s requirements, and then outline your solution plan based
on the toolkits you’ve selected.Remember, your goal is not to directly answer the query but
to identify the toolkits and provide a solution plan. Here is the user’s question: I'm planning
a picnic in the park and I need a map with English labels to find the perfect spot. Can you
fetch a map tile for a specific location? It would also be great if you could provide me with
the address and geolocation for nearby grocery stores. Additionally, I’'m looking for local
farmers markets to buy fresh produce for the picnic.

Answer:

1. Fetching a Map Tile with English Labels:

* Proposed Toolkit Name: Mapping and Geolocation
— Functionality: The APIs in the Toolkit allow fetching static map images
with customized parameters, including language labels.
2. Finding Nearby Grocery Stores:

* Proposed Toolkit Name: Places and Points of Interest
— Functionality: The APIs in the Toolkit provide information about places
of interest, including grocery stores, based on location.
3. Finding Local Farmers Markets:

* Proposed Toolkit Name: Places and Points of Interest

— Functionality: The APIs in the Toolkit provide information about places
of interest, including farmers’ markets, based on location.
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K.6.2 PLAN EXPLORATION

Instruction:

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 1: Fetching a Map Tile with English Labels

For this step, let’s use the Google Maps Static API to fetch a map tile of the picnic location
with English labels.

API Call: Google Maps Static API

{
"endpoint”: "https://maps.googleapis.com/maps/api/staticmap”,
"method”: "GET",
"parameters”: {

"center”: "latitude,longitude",
"zoom": "15",
"size”: "600x400",
"language": "en",
"key": "YOUR_API_KEY"
}
}
API Response:
{
"status"”: "error”,
"message”: "Failed to fetch the map tile with English labels. Please
check your API key and try again.”
3

Analysis: The API call to the Google Maps Static API for fetching the map tile encountered
an error, indicating a failure to fetch the map tile with English labels.

Next Step: Since the Google Maps Static API call failed, let’s try using the Mapbox Static
Images API as an alternative within the same toolkit to fetch the map tile. We’ll adjust the
parameters accordingly and retry the API call.

This is not your first attempt at this task. The previously called APIs have all failed, and
you are now in the intermediate state of an In-Toolkit plan exploration. Before you decide
on new actions, I will first show you the actions you have taken previously for this state.
Then, you must develop an action that is different from all these previous actions. Here are
some previous candidate actions: [Google Maps Static API]. Now, please analyze the current
state and then call another API within the same toolkit where the previously failed APIs are
located.
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Answer:

Step 1: Fetching a Map Tile with English Labels

For this step, let’s try using the Mapbox Static Images API as an alternative within the same
toolkit to fetch a map tile of the picnic location with English labels.

API Call: Mapbox Static Images API

{
"endpoint”: "https://api.mapbox.com/styles/v1/mapbox/streets-vi1/static
/longitude,latitude,15,0,0/600x400?access_token=YOUR_ACCESS_TOKEN",
"method”: "GET",
"parameters”: {
"longitude”: "longitude”,
"latitude"”: "latitude”,
"access_token": "YOUR_ACCESS_TOKEN"
3
3

API Response:
{

"status"”: "error”,

"message”: "Failed to fetch the map tile with English labels using
Mapbox Static Images API. Please verify your access token and try
again."”

}

Analysis: The API call to the Mapbox Static Images API for fetching the map tile encountered
an error, indicating a failure to fetch the map tile with English labels using this API.

Next Step: Since the Mapbox Static Images API call also failed, let’s explore using a different
API within the same toolkit, such as the Mapbox Maps API, to fetch the map tile with English
labels. We’ll adjust the parameters accordingly and retry the API call.

Instruction:

This is not your first attempt at this task. The previously called APIs have all failed, and you
are now in the intermediate state of an In-Toolkit plan exploration. Before you decide on
new actions, I will first show you the actions you have taken previously for this state. Then,
you must develop an action that is different from all these previous actions. Here are some
previous candidate actions: [Google Maps Static API, Mapbox Static Images API]. Now,
please analyze the current state and then call another API within the same toolkit where the
previously failed APIs are located.

Answer:

Step 1: Fetching a Map Tile with English Labels

For this step, let’s try using the Mapbox Maps API as an alternative within the same toolkit to
fetch a map tile of the picnic location with English labels.

API Call: Mapbox Maps API

{
"endpoint”: "https://api.mapbox.com/v4/mapbox.streets/longitude,
latitude, 15/600x400.png?access_token=YOUR_ACCESS_TOKEN",
"method”: "GET",
"parameters”: {
"longitude”: "longitude”,
"latitude”: "latitude”,
"access_token": "YOUR_ACCESS_TOKEN"

b
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3
API Response:
{
"status"”: "error”,
"message”: "Failed to fetch the map tile with English labels using
Mapbox Maps API. Please verify your access token and try again.”
3

Analysis: The API call to the Mapbox Maps API for fetching the map tile encountered an
error, indicating a failure to fetch the map tile with English labels using this API.

Next Step: Since all the APIs in the mapping toolkit have failed, we need to reset this step
and switch to a different functionality. Let’s try using a Places and Points of Interest API to
locate nearby grocery stores and farmers markets first, and then revisit the mapping API after
resolving any issues.

This is not your first attempt at this task. All the APIs planned within the previous toolkits
have failed, and you are now in the intermediate state of a Cross-Toolkit plan exploration.
Before you decide on new actions, I will first show you the actions you have taken previously
for this state. Then, you must develop an action that is different from all these previous
actions. Here are some previous candidate actions: [Google Maps Static API, Mapbox Static
Images API, Mapbox Maps API, Mapping and Geolocation Toolkit]. Now, please revert to
the previous node, revise the plan for this step, and use a different toolkit.

Answer:

Step 1: Fetching a Map Tile with English Labels

Since the APIs in the mapping toolkit have all failed, we need to reset this step and switch to
a different API toolkit to achieve the same goal of fetching a map tile with English labels.
For this step, let’s use the OpenStreetMap (OSM) API via a third-party service like MapQuest
Static Map API to fetch a map tile of the picnic location with English labels.

API Category: Geocoding and Mapping Services

API Call: MapQuest Static Map API

{
"endpoint”: "https://www.mapquestapi.com/staticmap/v5/map”,
"method”: "GET",
"parameters”: {
"key": "YOUR_API_KEY",
"center”: "latitude,longitude",
"size": "600,400",
"zoom": "15",
"language”: "en"
3
}

API Response:
{

"status”: "success”,

"image_url”: "https://www.mapquestapi.com/staticmap/v5/map?key=
YOUR_API_KEY&center=1latitude,longitude&size=600,400&zoom=15&
language=en"

b

Analysis: The API call to the MapQuest Static Map API was successful, and the map tile
with English labels has been fetched.
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Next Step: Proceed to Step 2 as planned, which involves finding nearby grocery stores using
the Google Places API.

Instruction:

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 2: Finding Nearby Grocery Stores
For this step, let’s use the Google Places API to find nearby grocery stores.
API Call: Google Places API

{
"endpoint”: "https://maps.googleapis.com/maps/api/place/nearbysearch/
json",
"method”: "GET",
"parameters”: {
"location”: "latitude,longitude”,
"radius”: "5000",
"type": "grocery_or_supermarket”,
"key": "YOUR_API_KEY"
}
}
API Response:
{
"status”: "success”,
"results”: [
{
"name": "Grocery Store 1",
"vicinity": "Address 1",
"geometry"”: {

"location": {
"lat”: 123.456,

"lng": 123.456
3
}
}7
{
"name"”: "Grocery Store 2",
"vicinity": "Address 2",
"geometry"”: {
"location”: {
"lat": 123.456,
"lng": 123.456
3
3
:}’
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// Additional results...
]
3

Analysis: The API call to the Google Places API was successful, and a list of nearby grocery
stores has been retrieved.

Next Step: Proceed to Step 3 as planned, which involves finding local farmers markets using
the same Google Places API.

Let’s begin executing this step of the plan. You will be provided with documentation for all
the APIs contained within this step’s toolkit, along with the parameters required to call the
APIs. Please randomly select one API from this toolkit to satisfy the user’s requirements,
or select the specified API if the user has indicated one. Consult the usage documentation
for this API, then make the API call and provide the response. Afterward, briefly analyze
the current status and determine the next step. If the API call is successful, proceed to the
next step as planned. If it fails, invoke another API from the toolkit. If all APIs in the toolkit
have been tried and failed, revert to the previous node and revise this step. Keep the analysis
concise, ideally no more than three sentences.

Answer:

Step 3: Finding Local Farmers Markets
For this step, let’s use the Google Places API to find local farmers’ markets.
API Call: Google Places API

{
"endpoint”: "https://maps.googleapis.com/maps/api/place/nearbysearch/
json”,
"method”: "GET",
"parameters”: {
"location”: "latitude, longitude”,
"radius”: "5000",
"type": "food_market"”,
"key": "YOUR_API_KEY"
3
3
API Response:
{
"status"”: "success”,
"results”: [
{
"name”: "Farmers Market 1",
"vicinity": "Address 1",
"geometry": {

"location": {
"lat”: 123.456,
"lng": 123.456

b
3
{

"name”: "Farmers Market 2",
"vicinity": "Address 2",
"geometry”: {
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"location”: {

"lat": 123.456,
"lng": 123.456
3
3
Fo
// Additional results...
]

}

Analysis: The API call to the Google Places API was successful, and a list of local farmers
markets has been retrieved.

Next Steps: With the list of nearby grocery stores and local farmers markets obtained, you
can now plan your picnic more effectively by visiting these places to gather fresh produce
and other supplies.

K.6.3 OutpUTS

Instruction:

If you believe you have obtained the result capable of answering the task, please invoke this
function to provide the final answer. Remember: the only part displayed to the user is the
final answer, so it should contain sufficient information.

Outputs:

For your picnic planning, here are the results:

1. Map Tile with English Labels: - Successfully fetched a map tile of your picnic location
with English labels.

2. Nearby Grocery Stores: - Found several nearby grocery stores, including ”Grocery Store
1 and ”Grocery Store 2”.

3. Local Farmers Markets: - Provided a list of local farmers markets, such as ”Farmers
Market 1” and “Farmers Market 2”.

You now have the necessary information to plan your picnic, including the map of the location,
nearby grocery stores for supplies, and local farmers’ markets for fresh produce.
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