
ping, and off-policy learning. Therefore, we adopted the
classic Tetris task, which was used as a benchmark chal-
lenge for various optimization techniques including rein-
forcement learning.

(a) Maze map

(b) Learning curves

Figure 3: Comparisons of learning algorithms in Maze.

5.2.1 25×25 Maze

We use a 25×25 version of Maze, see Figure 3(a). Reward
for each step is set to -1, except for the end state which is 0.
The action value for each state action pair is initialized to
0. The behavior policy is an ϵ-greedy policy. ϵ is initialized
to 0.1, and decreases to 0 along with episodes. Compared
algorithms include Q-learning, Sarsa, Retrace and Double
Q-learning. Each algorithm was run 1000 times indepen-
dently.

Algorithms’ learning curves including mean in line and
standard deviation in shaded regions are shown in Figure
4. We can see that (i) As expected, each algorithm con-
verges and converges to the optimal policy since there are
no “deadly triad”. (ii) Double-Q learning converges the
slowest because it has twice as many learning parameters.
(iii) Sarsa learning converges slower than Q-learning be-
cause Sarsa is not an off-policy learning. Its convergence
to the optimal policy is due to the decrease of ϵ in the be-
havior policy. (iv) Q-learning, Retrace, MRetrace and TD-
MRetrace perform well with no significant differences.

Figure 4: Comparisons of learning algorithms in Maze.
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Figure 5: Comparisons of learning curves in the 10 × 10
tetris tasks.

5.2.2 10×10 Tetris

Tetris game is used as a challenge for various optimiza-
tion techniques [Thiery and Scherrer, 2009], where value
function based reinforcement learning algorithms have per-
formed extremely poor, i.e., removing only about 50 lines
on average in the 20×10 version of Tetris game where the
reward is set to one point for each removed line [Gabillon
et al., 2013]. It is much harder to learn in the 10×10 ver-
sion of Tetris. We learn the afterstate values via linear sum-
mation with weighted DT9 features [Scherrer et al., 2015],
which are normalized in [0,1].

For the hyperparameter settings, the learning rate α is fixed
at 0.001 with no decay. The initial ϵ is set to 0.01 and de-
cays to 0.0001 with a decay rate of 0.9992. Compared algo-
rithms include Q-learning, Retrace and Double Q-learning.
Each algorithm was run 10 times independently.

Algorithms’ learning curves including mean in line and
standard deviation in shaded regions are shown in Fig-
ure 5, where the averaged removed lines represent the ex-
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