m Observation (sec 3): Lottery ticket m What happen during delayed generalization?
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Experiments: sec 4: controlled experiments, sec 5.1
Progress measure using H3, sec 5.2 pruning as force

(b) Lottery Ticket (Good Subnetworks) to grokking, and sec 5.3 link to good representation
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