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ABSTRACT

Post-training quantization (PTQ) has played a pivotal role in compressing large
language models (LLMs) at ultra-low costs. Although current PTQ methods have
achieved promising results by addressing outliers and employing layer- or block-
wise loss optimization techniques, they still suffer from significant performance
degradation at ultra-low bits precision. To dissect this issue, we conducted an in-
depth analysis of quantization errors specific to LLMs and surprisingly discovered
that, unlike traditional sources of quantization errors, the growing number of model
parameters, combined with the reduction in quantization bits, intensifies inter-layer
and intra-layer dependencies, which severely impact quantization accuracy. This
finding highlights a critical challenge in quantizing LLMs. To address this, we
propose CBQ, a cross-block reconstruction-based PTQ method for LLMs. CBQ
leverages a cross-block dependency to establish long-range dependencies across
multiple blocks and integrates an adaptive LoORA-Rounding technique to manage
intra-layer dependencies. To further enhance performance, CBQ incorporates a
coarse-to-fine pre-processing mechanism for processing weights and activations.
Extensive experiments show that CBQ achieves superior low-bit quantization
(W4A4, W4A8, W2A16) and outperforms existing state-of-the-art methods across
various LLMs and datasets. Notably, CBQ only takes 4.3 hours to quantize a weight-
only quantization of a 4-bit LLAMA1-65B model, achieving a commendable trade
off between performance and efficiency.

1 INTRODUCTION

Large language models (LLMs) (Wei et al. (2022a); Radford et al.; Zhang et al.; Brown et al.
(2020b); Dettmers et al. (2022)), have sparked immense academic and industrial interest owing
to their remarkable performance in handling complex natural languages tasks (Hendrycks et al.
(2020b); Bisk et al. (2020b); He et al. (2017); Ainslie et al. (2023); Liu et al. (2024b)). During to
significant computational resources for inference and deployment, the post-training quantization
(PTQ) technique (Choi et al. (2018); Frantar et al. (2022a); Nagel et al. (2019); Wei et al. (2023); Li
et al. (2025)) operating with limited calibration data and computational resources is more in demand
for compressing LLMs.

Existing PTQ methods typically optimize models on a layer or block basis, addressing outliers (Wei
et al. (2022b; 2023); Chee et al. (2024); Liu et al. (2024a)) and employing first- or second-order
optimization techniques (predominantly optimizing models on a layer-by-layer or block-by-block
basis) (Shao et al. (2023); Frantar et al. (2022b); Liu et al. (2023a)). However, these approaches often
suffer from significant performance degradation, particularly in low-bit settings such as W2A16 and
W4A4, as illustrated in Table 1, due to inherent limitations. Previous work, like AdaRound (Nagel
et al. (2020)), analyzed rounding errors and showed that simple rounding is not always the optimal
quantization strategy, greatly improving quantization for CNNs. This inspired us to analyze quantiza-
tion loss for LLMs, comparing high-bit and low-bit scenarios. We found that in low-bit quantization,
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intra-layer and inter-layer dependencies within models become more pronounced, especially as model
size increases. This indicates that previous methods, whether focused on optimizing quantization
parameters within a layer or block through first- or second-order techniques, or on refining rounding
errors, fall short of achieving optimal outcomes. Instead, it is essential to fully account for the
inter-layer and intra-layer relationships.

To address this, we propose CBQ, a cross-block reconstruction-based PTQ method tailored for LLMs,
surpassing traditional layer-wise and block-wise reconstruction techniques. CBQ introduces a cross-
block dependency (CBD) into block-wise reconstruction, maintaining the integrity of the model’s
internal dependencies during quantization. Our approach optimizes multiple transformer blocks
within a sliding window with overlapping, allowing for more effective and non-local optimization of
quantization parameters. Using the CBD method, CBQ incorporates a LoORA-Rounding technique,
employing two low-rank matrices to learn adaptive compensation values for quantized weights.
Notably, we jointly optimize the compensation matrices and the step sizes of weights and activations
within the overlapping window, which helps manage intra-layer dependencies to rectify weight
quantization errors while preserving training efficiency. Furthermore, CBQ introduces a novel unified
coarse-to-fine pre-processing (CFP) strategy from a statistical perspective to evaluate outliers in
weights and activations, precisely handling outliers while minimizing damage to normal channels.
CFP employs a quartile criterion to initially estimate the range of outliers and then assesses the
intra-class and inter-class distances between outliers and normal values to precisely identify their
locations. This approach facilitates the truncation of weight outliers and the application of equivalent
scaling to activation outliers.

The contributions of this paper are summarized as follows:

* We performed a comprehensive analysis of the error sources in low-bit quantization scenarios
for LLMs, and theoretically demonstrated the significant impact of intra-layer and inter-layer
dependencies on the effectiveness of model quantization.

* We propose CBQ, a unified PTQ method designed for LLMs, incorporating a cross-block
reconstruction strategy that introduces a Cross-Block Dependency (CBD) mechanism to
preserve the model’s internal dependencies during quantization, and LoRA-Rounding to
utilize intra-layer dependencies for optimizing adaptive compensation matrices.

* We design a coarse-to-fine pre-processing strategy (CFP) that can simultaneously detect and
manage outliers in both weights and activations, effectively preventing disruption to normal
activation channels and weights.

» Extensive experiments demonstrate the effectiveness of our method in ultra-low bit quanti-
zation settings such as W4A4, W4AS8, and W2A16. Notably, it outperforms state-of-the-art
methods across diverse models and benchmark datasets.

2  MOTIVATION

To analyze the sources of quantization errors in large models when quantizing weights or activations,
we assume a matrix M representing a set of weights or activations as the current quantization target,
and £ denotes the quantization loss of the model under this matrix. Let £ denote a small perturbation
introduced by quantization and £(M) represent the task loss that we aim to minimize. Then,we can
derive the following equation within the Taylor expansion:
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As discussed in previous work (Frantar et al. (2022b)), The error ¢ introduced by quantization is
sufficiently small, the higher-order terms in the Taylor expansion can be neglected. Therefore, we

analyze the first- and second-order terms, g(M ) and HM ), which can be defined as follows.
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Figure 1: (a) Visualization of the absolute values of the Hessian matrix for weights within a single
layer of LLAMA-7B, (b) Hessian matrix visualization of the loss with respect to the scale across 32
layers of LLAMA-7B, and (c) the relationship between the average scale of the first two transformer
blocks in LLAMA-7B and the corresponding loss.

Let K denote the number of elements in the LLM involved in the quantization. Using Equation 2
and 3, the influence of any two elements ¢ and j on the final quantization loss can be calculated.
From equations 1, 2, 3, it can be observed that when the quantization perturbation ¢ is small, ||¢||? is
also small, allowing us to disregard the implications of the equation 3. In this case, the quantization
error is primarily related to the current quantization target M, analogous to high-bit quantization.
However, when performing low-bit quantization, ||||? increases, necessitating consideration of the
impact described by Equation 3. This indicates that when i # j, relationships between different
M are introduced. This relationship manifests in two aspects: when quantizing a single layer, it
reflects intra-layer dependencies among parameters, and when quantizing the entire model, inter-layer
dependencies must also be considered. Furthermore, given that the complexity of the Hessian matrix
H is proportional to O(n?), where n represents the number of parameters, the growth in model size,
both in terms of parameters and layers, leads to a marked intensification of intra-layer and inter-layer
dependencies.

To better illustrate intra-layer and inter-layer dependencies, we visualize Equation 3 for both indi-
vidual layers and the entire model using LLAMA-7B. Additionally, we present visualizations of the
dependencies between adjacent blocks, as referenced in Figure 1.

By analyzing Figure 1, we observe a notable increase in the values of off-diagonal elements during
lower-bit quantization. This increase indicates a strengthening of both inter-layer and intra-layer
dependencies, with closer elements exhibiting stronger correlations. Furthermore, comparisons of
the scales between adjacent layers provide a clearer understanding of the substantial impact that
inter-layer dependencies have on final quantization outcomes in low-bit scenarios.

Therefore, taking into account both intra-layer and inter-layer dependencies, we present the quan-
tization framework for LLMs under low-bit settings, which can be expressed by the following
equation:

where T and QT represent the floating-point and quantized transformer blocks, respectively. Q.(+)
represents the quantization process. [E(-) represents the metric to evaluate the reconstruction errors be-
tween outputs of quantized block and full-precision block. We jointly optimize all transformer blocks
with inter-layer dependencies while compensating for intra-layer relationships using { Af, |k € H, }.
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Figure 2: Workflow of the proposed CBQ. CBQ firstly utilizes a coarse-to-fine preprocessing to
handle the outliers of weights and activations, and then employs a cross-block optimization strategy
to learn quantization step sizes and weight adaptive rounding matrices with supervision from the
corresponding full-precision model. This sequential block-wise method minimizes aggregate error
propagation through cross-block dependency modeling.

3 METHOD

In this section, we introduce the proposed cross-block quantization framework tailored to LLMs.
As illustrated in Fig. 2, CBQ firstly handles the outliers of weights and activations, and then jointly
learns step sizes of weights and activations and weight-compensation matrices in a cross-block
manner. CBQ reconstructs the output feature of the last block in each sliding window based on the
corresponding supervision of the full-precision model.

3.1 CROSS-BLOCK RECONSTRUCTION

To maintain inter-layer dependencies, it is necessary to optimize the layers with significant depen-
dencies together. As shown in Figure 1, the strongest dependencies are typically observed between
adjacent layers. Therefore, we introduce a cross-block dependency (CBD) scheme using a sliding
window approach. This scheme enables the simultaneous optimization of multiple blocks within the
window. Furthermore, the two adjacent sliding windows have overlapping blocks, ensuring that the
blocks between the windows are also interconnected. The CBD scheme enhances the connectivity
and cooperation between blocks, enabling them to jointly contribute to the quantization process. This
holistic optimization strategy leads to better overall performance and addresses the limitations of
block-wise reconstruction in capturing cross-block dependencies. We formulate the optimization
with the CBD scheme as

argmin  E(T; (W, X"%) T, 1 (Q(W'F), Q(X*)), )
Sk sik ALK

where 1 <1 < k < K, T; j, represents the blocks from block ¢ to block k within one sliding window,
and the same applies to the symbols Sé’(k , S%,‘Vk and A;"f. The optimization object L. is as follow:

Lree = E(Tin(WHE, X50), T (QWH), QX)) (©)

For the distance metric, we incorporate Lo and Kullback-Leibler divergence (KLD) loss (Kullback &
Leibler (1951)) to measure reconstruction error. KLD computes the likelihood distribution between
output features that undergo the softmax function. It tends to suppress outliers in the feature space
and enhance the robustness of the optimization process. By incorporating both terms, our method
captures both the spatial distance and the distribution discrepancy, leading to a more comprehensive
and robust optimization process. Then the distance metric is formulated as:

E(hy, ha) = [|h1 — ha| |2 + Drr(o(h1),0(h2)), (7

where h; and ho are hidden states from the outputs of full-precision blocks and quantized blocks,
respectively. o is the softmax function. ||-| | represents the £5 distance and D, (-) represents the
KLD distance. We provide the ablation study on the loss functions in Appendix B.Table 5.
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3.2 LORA-ROUNDING FOR WEIGHT QUANTIZATION

AdaRound (Nagel et al. (2020)) introduces to learn a better weight-rounding matrix for post-training
quantization that adapts to the data and the task loss. As shown in Eq. 8, we can obtain the weight-
rounding matrix Ay, € R?** with a learnable matrix V' € R4** with a rectified sigmoid function:

where ¢ and +y are stretch parameters and are fixed to 1.1 and -0.1, and Clip(-) clamps the inputs into
a given range. The size of the weight-rounding matrix Ay is the same as the original weights.

When the transformer blocks are within the overlap of the CBD sliding window mechanism, the
rounding matrix can serve as an effective representation of intra-layer dependencies. We utilize it
as a compensation matrix and jointly optimize it with the quantization step sizes for weights and
activations, which can be expressed as follows:

argmin  E(T; (W, XF) T, 1 (QWF) + ALF, QX)) ©)
st. j =k+1— overlap (10)

However, as shown in Experiment Table 3b, we found that LLMs with billion-level parameters result
in an exceptionally large A7 % which can lead to significant computational overhead and substantially
impact the convergence of training. (Shao et al. (2023)) has also mentioned that AdaRound cannot be
applied to models with billions of parameters due to the vast solution space, which aligns with our
experimental findings. Thus, we employ low-rank adaptive learning on the compensation matrices,
decomposing V' with much smaller low-rank matrices, and only optimize them in post-training
quantization, the decomposition is defined as:

Aw = Ay x Ay, Ay € R Ay € R7¥F, (11)

Where the rank » << min(d, k), we utilize a random Gaussian initialization for A; and zero for A,,
thus Ay is set to zero at the beginning of post-training quantization. During training, each element
of Ay is encouraged into O or 1 with a regularizer loss:

Leom = Y 1= [28w (i, 5) —1/7, (12)
2%
Where [ is a annealing factor. Following (Nagel et al. (2020)), 3 is set to higher in the initial phase

and set to lower in the later phase of the optimization to encourage it to converge to 0 or 1. We also
conduct Ay = [Ay] in the later phase of the optimization to force each element into {0, 1} exactly.

Compared with vanilla AdaRound for LLMs. The proposed LoRA-Rounding reduces the number
of learnable parameters from d x k to (d + k) x r and changes the training strategy, significantly
accelerating the optimization process, we conduct ablation experiments in the next section 5.3.

3.3 OVERALL LOSS

In summary, by leveraging CBD and a low-rank decomposition of the weight-compensated matrix,
We slide the window to the last block with an interval and update all the quantization parameters
Sw, Sx, A1, As within the window, ensuring the preservation of both intra-layer and inter-layer
relationships of the model, thereby achieving optimal performance. The total loss for optimizing the
i" block to the k' block within a sliding window is formulated as

Etotal = Lrec + 'Y‘Ccomy (13)

where the v is the hyper-parameter to balance the reconstruction error and compensation error.

3.4 COARSE-TO-FINE PRE-PROCESSING

Outlier handling is crucial in quantizing LLMs. Figure 3 in Appendix F illustrates the prevalent
outliers in weights and activations, which pose significant challenges to the quantization process.
Although there are many existing studies based on outliers problem, these studies typically focus on
outliers in either weights or activations individually, such as in (Chee et al. (2024); Wei et al. (2022b);
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Xiao et al. (2022)). However, there is no precise strategy that can simultaneously detect and handle
outliers in both weights and activations. This single-mode approach can potentially damage normal
activation channels and weights due to incorrect outlier detection. To address this issue, we discard
the previous assumption of normal distributions for weights and activations (Wu et al. (2023)), and
based on statistical principles (Massart et al. (2005)), propose a coarse-to-fine pre-processing strategy
to decouple the outlier handling in activations and weights. Relevant theoretical details can be found
in Appendix F.

The comprehensive algorithm of the outlier detection is illustrated in Algorithm 1 in Appendix K,
which is divided into two stages.

Coarse-grained detection. In the first stage, we perform coarse-grained detection by calculating
the lower and upper quartile values (@1 and ()3) and the interquartile range (/QR) (Massart et al.
(2005)) in the numerical distribution (either activations or weights). Based on these calculations, we
obtain a coarse outlier set O = {z|z > T,z € X}, where T' = Q3 + A\ IQR and ) is set to 1.5.
This stage greatly reduces the search space for outlier detection.

Fine-grained detection. In the second stage, we perform fine-grained detection by searching for
a threshold that splits the coarse outlier set into an outlier subset O, and a reserved subset
Oreserved- The goal is to minimize the intra-set variance My trq = Var(Opeserved) While maximizing
the distance between the two subsets M, ter = (Min(Opytiicr) — Max(Opeserved))?. To balance
these objectives, we define a metric M = M;nter — A2 Mipntra, Where Ao = 1.0. By minimizing this
metric, we can effectively identify outliers and distinguish them from the remaining data.

Removing outliers in weights has minimal impact on performance, whereas outliers in activations,
particularly in specific channels, can greatly affect performance if directly removed. Consequently,
our approach involves truncating weight outliers and scaling outliers in activations based on the
detected outliers in both weights and activations. Figure 3 in Appendix F provides visual evidence of
weight outliers being truncated within the outlier group.

The scaling factor s; for the activation tensor in it" channel (represented as X;) is determined by the
maximum absolute value of the truncated outlier set O*:

s; = v/Max (| X;])/Max(O*). (14)

This scaling factor is then applied to update weights and activations following prior work (Wei et al.
(2023)) to counteract destabilizing fluctuations from remaining outliers.

4 RELATED WORK

Post-training quantization. The post-training quantization (PTQ) algorithm (Nagel et al. (2021);
Wu et al. (2020; 2023); Zhang et al. (2018)) converts the pre-trained full-precision network into a
fixed-point network with a few unlabeled calibration data and computational overhead, which enables
fast deployment on various devices. Recent post-training quantization methods have been widely
explored in vision models (Liu et al. (2021); Hubara et al. (2021); Frantar & Alistarh (2022); Cai et al.
(2020); Li et al. (2022)). Some techniques like AdaQuant (Hubara et al. (2020)), AdaRound (Nagel
et al. (2020)), and BRECQ (Li et al. (2021)) minimize the distance between floating point and
quantized model outputs to optimize quantization parameters. While BRECQ incorporates Fisher
information and jointly optimizes layers within each residual block, it still obtains sub-optimal
performance for not capturing interactions across neighbouring residual blocks. The proposed CBQ
improves quantization accuracy that accounts for dependencies between adjacent blocks.

Quantization for large language models. Existing large language models such as
BLOOM (Laurencon et al. (2022)), OPT (Zhang et al. (2022)), and LLAMA (Touvron et al.;
2023)) contain tens of billions of parameters, and require massive memory footprint and computa-
tion requirements in the inference (Ashkboos et al. (2023); Wang et al. (2010); Bolya & Hoffman
(2023); Brown et al. (2020a); Jacob et al. (2018)). Recent works have been proposed to compress
LLMs with post-training quantization methods that do not require a complete training procedure and
access to a full training dataset. LLM.int8() (Dettmers et al.), ZeroQuant (Yao et al. (2022)) and
nuQmm (Park et al. (2022)) focus on quantizing the parameters with mixed-precision decomposition
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scheme, representing the outliers with 16-bit and others with 8-bit. These methods can not truly
accelerate the inference of LLMs for that is hard to implement on hardware. Other methods like
GPTQ (Frantar et al. (2022b)) and AWQ (Lin et al. (2023)) can efficiently quantize LLMs but they
focus on FP16 activations and INT4 weights, which can not benefit from the integer matrix multiplica-
tion of existing Al accelerators. Additionally, Some methods like SmoothQuant (Xiao et al. (2022)),
Outlier Suppression (Wei et al. (2022b)), Outlier Suppression+ (Wei et al. (2023)) and QLLM (Liu
et al. (2023a)) aim at processing activation outliers (Zhao et al. (2019)) and lack optimization for the
weight quantization. Moreover, these methods rely on hand-craft quantization strategies which are
tuned based on extensive experimentation for optimization. Recent block reconstruction-based PTQ
method OmniQuant (Shao et al. (2023)),QLLM (Liu et al. (2023a)), have experienced significant
accuracy degradation in low-bit settings. In contrast, CBQ introduces a more precise outlier detection
strategy and optimizes the reconstruction process through CBD and LoRA-Rounding mechanisms by
maintaining both intra-layer and inter-layer dependencies.

5 EXPERIMENTS

5.1 SETUP

Models and datasets. We conduct experiments on large language models with different sizes,
including OPT (Zhang et al. (2022)) and LLAMA (Touvron et al.) families. We validate our quan-
tization scheme on various datasets which are divided into two categories. One is reported by the
perplexity metric of language generation experiments on C4 (Raffel et al. (2020)) and WikiText2 (Mer-
ity et al. (2016)). The other is reported by the accuracy metric of zero-shot language tasks (Gao et al.
(2021)) on PIQA (Bisk et al. (2020a)), HellaSwag (Clark et al. (2018)), ARC (Clark et al. (2018)),
Mutual (Cui et al. (2020)) and Ehics (Hendrycks et al. (2020a)).

Quantization setting. To thoroughly evaluate performance, we test extensive quantization schemes
including weight-only quantization down to W4A16 and W2A16, as well as joint weight-activation
quantization for ultra-low bitwidths like W4AS8, and W4A4. This extensive assessment across
varying bitwidths provides a robust analysis of our proposed method. Also, In alignment with prior
research (Shao et al. (2023); Liu et al. (2023a); Frantar et al. (2022c)), we use per-channel weight
quantization and per-token activation quantization.

Baseline methods. For weight-only quantization settings, we selected GPTQ (Frantar et al. (2022b))
as the baseline quantization method in our experiments. This represents the most prevalent technique
for W4A16 quantization of language models. Furthermore, we compare our CBQ with Omni-
Quant (Shao et al. (2023)) and QLLM (Liu et al. (2023a)), which is the state-of-the-art method
based on block reconstruction. We include a comparison of our CBQ method with the groupwise
quantization method RPTQ (Yuan et al. (2023)), which is widely employed in the W4AS setting.

Implementation details. Following the setting of previous work (Frantar et al. (2022b); Liu
et al. (2023b); Yao et al. (2024); Yuan et al. (2023)), our calibration dataset comprises 128 randomly
selected 2048-token segments from C4 to ensure standardized benchmarking. To balance quantization
performance and training speed, we utilize sliding windows containing two blocks with 3 epochs
per window. For the LoRA-Rounding technique, we set the rank r to 5. The optimization process
involves adjusting the learnable quantization step sizes (Sx and Sy) and the weight-rounding matrix
(6w ) with learning rates of 1le — 4, le — 3, and 1e — 4, respectively. To manage the learning rate, we
utilize the CosineAnnealingL.R scheduler. We quantize all models using a mini-batch size of 1 on a
single GPU. This configuration allows efficient cross-block dependency modeling while sufficiently
propagating information across windows.

5.2 EXPERIMENTAL RESULTS

Evaluation on zero-shot datasets with accuracy. Results on multiple zero-shot benchmarks using
accuracy as the evaluation metric demonstrate CBQ’s capabilities on LLMs including OPT (30B,
66B) and LLAMA (30B, 65B) (as shown in Table 1). Across almost all datasets, CBQ outperforms
existing quantization methods by over 2% and reduces the accuracy gap with the full precision
model to within 1% under the W4A16, W2A16 and W4AS8 quantization settings. This demonstrates
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Table 1: Evaluation on multiple zero-shot datasets with the accuracy 1 metric, where the Mutual
dataset is evaluated with the Mean Reciprocal Rank/Recall@1/Recall@2 metrics. CBQ* represents
that the experiments conducted with 2-bit weight-only quantization did not fully quantize the model
but only the FC2 layer of the first and last transformer blocks are converted to 4-bit precision.

Models | #Bits | Methods | PIQA  HellaSwag ARC-C  ARC-E Mutual Ethics
| FP | - | 78.18 72.27 3814 6540  69.72/48.83/74.98  60.28
GPTQ 78.10 71.50 3754 63.88  68.64/47.40/7427  58.64
W4A16 | OmniQuant | 78.06 71.29 37.98 65.19  69.34/48.64/7471 5873
CBQ 78.36 72.23 3806 6535  69.77/49.32/74.47  61.31
OPT-30B GPTQ 66.38 52.55 28.41 43.86  64.50/41.08/68.62  52.15
W2A16 | OmniQuant | 72.85 66.81 35.98 56.65  62.36/43.12/68.62  53.64
CBQ 76.19 66.90 3623 5972 6820/47.29/7223  52.10
CBQ* 78.29 71.18 3695  64.01  69.49/48.76/75.06  60.05
OmniQuant | 77.20 71.17 37.11 64.60  68.81/47.51/7460  59.17
W4A8 RPTQ 76.93 71.25 37.45 63.46  6898/47.67/7475 5921
CBQ 78.26 71.55 37.89 6492  69.01/47.72/74.81  59.23
WaA4 | OmniQuant | 7538 67.47 33.27 6123  67.12/45.14/72.34  56.30
CBQ 75.89 67.49 3481 6158  67.73/45.94/73.14  56.60
| FP | - | 79.81 74.86 40.01 6726  69.84/48.87/7494  58.14
GPTQ 79.32 73.15 38.95 6545  69.10/48.46/7426  54.90
W4A16 | OmniQuant | 79.43 73.27 38.97 66.85  69.04/48.45/7424 5587
CBQ 79.71 74.69 3918 6738  69.50/48.65/74.83  57.35
OPT-66B GPTQ 54.24 52.55 23.04 3228  60.45/3556/61.74  49.50
W2A16 | OmniQuant | 77.01 73.10 34.65 66.32  6526/43.23/70.47  51.46
CBQ 78.05 73.45 3537 6684  67.34/4531/7245  55.95
CBQ* 79.21 74.32 3896  67.11  69.32/48.35/74.69  56.78
OmniQuant | 77.12 73.56 37.65 6589  68.25/47.63/73.85  56.93
WA4A8 RPTQ 77.52 74.01 38.82  64.60  68.54/47.87/73.94  56.95
CBQ 79.12 74.21 3925  67.16  69.07/4832/7453  56.98
WaA4 | OmniQuant | 77.85 71.76 3720 6329  68.20/46.61/73.02 5554
CBQ 78.01 72.34 3756 6378  68.76/47.20/73.56  55.82
| FP | - | 80.09 79.21 45.39 5892 7245/5349/7821 5742
GPTQ 79.62 78.81 4454 5842 7230/52.93/77.44  56.30
W4A16 | OmniQuant | 79.83 78.95 4626 5934  72.29/53.38/77.65 5621
CBQ 80.12 79.11 46.65 5989  72.85/53.95/78.56  57.85
GPTQ 51.03 26.34 2602 2887  56.53/29.80/58.13  52.72
LLAMAI-30B | ynoa1g | OmniQuant | 77.23 73.85 43.52 5523 70.62/50.89/74.96  50.36
CBQ 77.23 75.05 4293 5712 69.96/49.93/75.65  56.35
CBQ* 80.09 78.85 4505 5842  72.74/53.95/7844  57.65
WaAg | OmniQuant | 78.95 76.34 4462 5736 71.03/52.89/77.06  57.05
CBQ 79.34 78.98 4513 5845  71.35/5323/77.64  57.19
OmniQuant | 71.21 64.65 3447 4945  67.10/4537/71.44  47.69

W4A4 QLLM 73.83 67.91 3840  50.67 - -
CBQ 76.33 72.74 4292 5450  70.12/50.45/74.73  48.70
| FP | - | 80.79 80.72 4624 5871 73.03/54.17/79.12 6175
GPTQ 80.79 79.86 45.45 58.13  72.89/53.84/7857 5845
W4A16 | OmniQuant | 81.01 80.30 4574 5841  72.99/54.06/79.11  60.12
CBQ 81.12 80.76 4598  58.64  73.06/54.29/78.89  61.49

LLAMAI-65B

GPTQ 56.47 33.31 25.43 31.69  59.28/33.86/60.49  50.93
W2A16 | OmniQuant | 79.50 72.38 40.35 5256  69.50/48.64/7494  52.64
CBQ 78.12 74.28 41.64 5535  70.67/50.80/7551  55.95
CBQ* 81.07 80.51 4581 5745  7343/5496/7923  61.35
Wiaag | OmniQuant | 79.21 78.96 44.63 57.68  72.24/53.89/78.65  59.68
CBQ 79.95 79.30 4543  58.12  72.83/54.27/79.02 6125
OmniQuant | 71.81 66.81 3592 4802  68.49/4729/73.70  57.19

W4A4 QLLM 73.56 70.94 39.68 52.06 - -
CBQ 77.69 76.65 4325 5601  70.93/51.35/75.62  57.50

stronger zero-shot capability. Moreover, unlike current techniques, CBQ uniquely achieves ultra-low
quantization down to W4A4 while maintaining a higher performance than the state-of-the-arts. The
consistent gains verify the generalization of CBQ’s innovations across models and datasets.

Evaluation on generation datasets with perplexity. Results in Table 2 demonstrate our method’s
generation performance on C4, WikiText2 using weight-only quantized OPT and LLAMA models.
Focusing on ultra-low bitwidths, we achieve over 1% higher perplexity versus GPTQ at W4A16.
These consistent improvements at low bitwidths highlight our advantages in preserving generative
quality under aggressive compression rates.
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Table 2: Evaluation quantization on generation datasets with the perplexity (PPL) | metric, where
‘OmniQ’ represents OmniQuant.

#Bis | Methods | OPT-30B | OPT-66B | LLAMAI-30B | LLAMAI-65B

\ | c4 Wwiki | C4 Wwiki | C4 wiki | C4 Wiki

FP | - | 10.69 956 | 10.28 934 | 5098 410 | 5.62 3.53
GPT 10.80 9.63 10.50 9.55 6.16 434 5.77 377

W4A16 Omni 10.80 971 10.63 937 6.06 419 5.68 3.62
CBQ 10.73 9.65 10.31 9.41 6.03 4.14 5.62 3.59
GPTQ 1.6e4  9.1e3 433 6.3¢3 7.2e3 1.3e4 8.8¢3 L.led

W2A16 OmniQ 12.80 11.00 12.13 10.59 9.02 714 778 6.01
CB 1201 1051 1119 1025 7.65 5.58 7.42 5.25

CBQ* 1092 1026 10.39 9.48 6.02 421 573 373

WAAS OmniQ 10.96 9.95 10.73 9.52 6.45 458 6.12 3.96

RPTQ 11.01 10.22 10.57 9.46 - - - -

CBQ 10.86 9.83 10.42 9.44 6.25 4.32 5.96 3.84

OmniQ 11.89 10.60 11.35 10.29 12.49 10.33 11,28 9.17

W4A4 QLLM . . : - 11,51 8.37 8.89 6.87
CBQ 11.79 1034 11.02 9.45 973 7.96 7.52 5.89

5.3 ABLATION STUDY

To analyze the contribution of each component in our proposed CBQ method, we performed ablation
experiments on the LLAMA-7B model under W4A4.

Table 3: Ablation studies on the proposed CBD, CFP and LoRA-Rounding.
(b) Ablation of the LoRA-Rounding

(a) Ablation of the CFP
PPL

Method | G4l [ Wikid Hethod } c4 Wiki #Epojhs GPU (GB)
w/o outlier pre-processing | 1082.68 | 1128.33 wio Rounding [1432 11.46 3 13.83
w/ OMSE (Choukroun et al. (2019))| 76.43 | 47.81 w/ Adarounding [14.56 11.64 3 2773
w/ Percentile (Zhou et al. (2017)) | 71.62 | 45.86 w/ Rounding 13.86 1098 3 2773
w/ OS (Wei et al. (2022b)) | 41.57 | 26.36 w/ Rounding 13.5810.72 6 27.73
w/ Smoothquant (Xiao et al. (2022))| 33.21 | 25.26 w/ LoRA-Rounding|13.29 10.63 3 21.01
w/ CFP-Activation | 2348 | 19.75 (c) Ablation on the CBD
w/ CFP-Weight + CFP-Activation | 21.98 | 17.95 #Num of blocks| Overlap | C4/ | Wiki] |GPU (GB)
w/ OMSE + CBQ-Recon. | 25.34 | 19.53 ! | 0 [1457]1198] 172
w/ Percentile + CBQ-Recon. | 25.62 | 1945 2 ‘ (]) gég %(1):22 %%
w/ OS + CBQ-Recon. | 17.83 | 13.89 EEEVEIETRTIET
w/ Smoothquant + CBQ-Recon. | 15.69 | 1224 4 1 13.27 | 10.60 39
w/ CFP-Weight+Act + CBQ-Recon. | 13.29 | 10.63 S oslenl 3

Cross-block dependency. To analyze the impact of our proposed CBD method, we performed
ablation experiments in Table 3c. Results demonstrate performance gains as the number of blocks
jointly processed per sliding window increases, validating CBD’s ability to model inter-block depen-
dencies. Furthermore, utilizing overlapping blocks between adjacent sliding windows supplements
cross-window relational representation. This redundancy helps capture nuanced block interactions
and enables additional accuracy improvements. Overall, these ablation studies highlight the bene-
fits of CBD for progressively accumulating and propagating cross-block knowledge during CBQ
optimization. For additional experimental results, please refer to Appendix D and E.

LoRA-Rounding. As shown in Table 3b, *w/ Rounding’ indicates a modification in the training
strategy for the compensation matrix, compared to the traditional *w/ Adarounding’ approach. This
change leads to a significant improvement in accuracy. Overall, LoRA-Rounding leverages low-rank
decomposition to reduce the number of learnable parameters and adjusts the training strategy, which
not only decreases GPU memory consumption but also enhances training speed.
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Coarse-to-fine pre-processing. As shown in Table 3a and Table 10 in Appendix F, CFP demon-
strates advantages in both weight-activation quantization and weight-only quantization. Furthermore,
we conduct a reconstruction optimization process, referred to as ’CBQ-Recon.’, based on the pre-
processed weights and activations. This two-pronged pre-processing effectively reduces outliers
which are not adequately handled by existing preprocessing techniques like OS (Wei et al. (2022b)),
Smoothquant (Xiao et al. (2022)) efc.

6 CONCLUSION

In this work, we conduct a detailed analysis of error sources in LLMs under low-bit quantization
and identify the critical role of intra-layer and inter-layer dependencies. To address these challenges,
we propose CBQ, a novel method that employs a cross-block reconstruction strategy alongside
Lora-Rounding compensation matrices. This approach effectively establishes long-range inter-layer
dependencies while capturing comprehensive intra-layer dependencies, surpassing traditional layer-
wise and block-wise reconstruction techniques. Additionally, we introduce CFP, a technique designed
to simultaneously detect and manage outliers in both weights and activations. Our experimental results
demonstrate that CBQ significantly outperforms existing PTQ, achieving substantial improvements in
ultra-low bit precision across a variety of tasks, while also offering enhanced computational efficiency
by reducing training resource demands.
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A  OVERVIEW

Table 4: Comparison of different quantization methods for LLMs.

Method ‘ Quantize W/A Gradient-Based Cross-Block Dependency Weight Outlier Activation Outlier Rounding Error
GPTQ (Frantar et al. (2022b)) Vi X X X X X X
RPTQ (Yuan et al. (2023)) Viv X X X v X
OS+ (Wei et al. (2023)) Viv X X X v X
SmoothQuant (Xiao et al. (2022)) Viv X X X v X
OmniQuant (Shao et al. (2023)) ViV v X v v X
QLLM (Liu et al. (2023a)) ViV v X X v X
CBQ (Ours) viv v v v v v

In Table 4, we compare the designed components of our CBQ with the existing quantization methods
for LLMs. We can observe a comparison of the different components incorporated in various
quantization methods LLMs. Our proposed CBQ method stands out by including multiple essential
components to address the challenges associated with LLM quantization.

Firstly, CBQ ensures that both weight and activation values are quantized to improve computational
efficiency and reduce memory requirements. This aligns with the requirements of other methods such
as RPTQ, OS+, and SmoothQuant, and is different from GPTQ. Additionally, CBQ incorporates a
gradient-based optimization approach, allowing for efficient optimization during the quantization
process. This component is also present in OmniQuant and QLLM, signifying its significance in
achieving accurate quantization results. Furthermore, CBQ introduces the cross-block dependency
(CBD) component, enabling the modeling of long-range dependencies between adjacent blocks. This
ensures better information flow and integration across multiple blocks, surpassing the capabilities of
other methods such as OmniQuant and QLLM. Moreover, CBQ addresses the presence of weight and
activation outliers, which can significantly impact the quantization process. By effectively handling
these outliers, CBQ surpasses the capabilities of OS+, SmoothQuant, OmniQuant, and QLLM, which
either do not consider or only partially address this issue. Lastly, CBQ accounts for rounding errors,
a critical aspect of quantization. By incorporating a rounding error reduction scheme, CBQ ensures
more accurate and reliable quantization results. This component is absent in all other compared
methods.

In summary, our CBQ method outperforms existing quantization methods for LLMs by incorporating
a comprehensive set of components that collectively address the challenges associated with LLM
quantization. These components work synergistically to enhance the precision, accuracy, and
efficiency of the quantization process, making CBQ a promising approach for LLM quantization.

B ABLATION ON THE LOSS FUNCTIONS

Table 5: Ablation study on block-wise reconstruction loss functions.

KLloss | L2loss | C4 | Wiki
X v 13.82 11.13
v X 13.84 11.12
v v 13.29 10.63

To determine optimal loss formulations, we evaluate reconstruction errors using L2 alone, KLLD alone,
and a combination of them in Table 5. Ablation results demonstrate superior performance from KLD
over L2, with the combined loss achieving further gains. This highlights the benefits of KLD for
matching full-precision block distributions during CBQ optimization. Fusing both losses enables
jointly minimizing absolute and divergence-based errors to improve overall block-wise reconstruction.
Our analysis verifies the advantage of blended L2 + KLD loss for robustly optimizing blocks as
interdependent components.
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C THE CAPABILITY OF CBQ ON THE LLAMAZ2-7B

To demonstrate the effectiveness of CBQ, we evaluate CBQ on the LLAMA2-7B model across

various datasets and observed that it delivers excellent results.

Table 6: Evaluation on multiple zero-shot datasets and generation datasets on the LLAMA2-7B

#Bits Methods PIQA HellaSwag ARC-C ARC-E Mutual Ethics c4]  Wiki|
FP - 76.93 72.95 40.69 53.21  70.92/51.12/75.84  52.63 6.97 5.47
W4A16 OmniQuant | 77.14 71.86 40.18 53.70  70.00/50.46/74.74  53.10 7.12 5.58
CBQ 77.34 72.23 40.22 53.66  70.49/50.90/74.83 53.13 7.05 5.52
W3A16 OmniQuant | 75.91 70.95 38.71 51.89  69.12/48.33/72.65  52.58 7.75 6.03
CBQ 76.25 71.34 39.21 52.36  69.35/49.02/73.15  52.67 7.56 5.89
W2A16 OmniQuant | 68.71 53.43 30.88 39.81  65.12/42.21/69.18 50.54 | 12.72  9.62
CBQ 71.59 60.28 32.93 4574  66.22/44.35/69.63 57.22 | 11.30 8.01
QLLM 67.68 58.45 30.89 444 - - 13.26  11.75
W4A4 | OmniQuant | 65.94 53.53 30.80 4394  64.83/41.87/68.84 47.29 | 18.39 14.61
CBQ 68.25 57.34 31.56 46.23  64.89/41.87/68.74 47.59 | 12.56 11.32
W4A8 CBQ 76.85 72.06 40.16 53.34  70.23/50.12/74.89 52.56 7.12 5.72
W6A6 OmniQuant | 76.82 72.13 39.33 53.36  69.57/49.67/73.62  52.62 7.48 5.87
CBQ 77.58 72.14 40.27 53.87 70.16/50.22/74.83  53.02 7.24 5.67

D THE POTENTIAL FOR SCALING WITH CBD

To further investigate the scaling potential of cross-block dependency (CBD), we conducted additional
experiments to explore whether increasing its scale could lead to further performance improvements.

As shown in the Table 7,8, we validate the proposed cross-block quantization in the W2A16 and the
W4A4 experimental settings. Our ablation analysis in these settings underscores the robustness and
versatility of CBD, showcasing its inherent simplicity to ensure seamless deployment across various

Table 7: The scaling capability of CBQ on the LLAMA-7B under W4A4

#Num of blocks | Overlap | C4) | Wikil
1 |0 | 1457 | 1198
) 0 14.23 11.35

1 13.29 10.63
0 14.32 11.45
4 1 13.27 10.60
2 12.56 9.56
3 12.32 9.45
0 13.56 10.78
8 4 11.91 9.01
7 11.86 8.96

Table 8: The capability of CBD on the LLAMA2-7B

LLAMA2-7b-W2A16 | LLAMA2-7b-W4A4

# Num of blocks Overlap ca Wik ca Wik
1 0 12.34 9.12 14.28 12.33

2 0 11.89 8.76 13.85 11.96

1 11.30 8.01 12.56 11.32

0 11.32 8.05 12.52 11.35

4 1 11.12 7.95 12.15 11.01

2 11.08 7.89 11.85 10.83

3 10.92 7.82 11.5 10.62

quantization settings.
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E EFFICIENCY OF THE CBD

In order to further study the various performances with CBD, we performed the following experiments.
This table below illustrates the training time, GPU memory usage, and the number of cross-block
dependencies employed in the W2A16 quantization of the LLAMA-7B model.

Table 9: Ablation of the cross-block dependency (CBD) with W2A16.

#Numof blocks | Overlap | C4] | Wiki} | time(h) | GPU memory(GB)
1 | 0 | 1272 | 962 | 109 | 17.2
) 0 12.56 9.34 1.50 21
1 12.30 8.87 3.02 21
0 12.34 8.89 1.10 39
1 11.63 8.59 1.40 39
2 11.42 8.28 1.96 39
3 11.21 8.08 2.60 39

Our CBD considers dependencies between two blocks within a sliding window, distinguishing it
from existing methods that focus solely on individual block dependencies. This unique design yields
significant performance improvements while incurring additional GPU overhead. Additionally, by
incorporating overlapping windows, CBD enhances cross-block dependencies without requiring
additional GPU memory usage.

F THE THEORETICAL FOUNDATION OF CFP

Existing outlier detection methods often assume that data follow a normal distribution, which is
not always strictly applicable to real-world datasets. Our approach avoids assuming specific data
distributions, providing flexibility in capturing outliers across diverse datasets. The quartile criterion
is robust to outliers, as it is not heavily influenced by extreme values.

We give two commonly used methods as follows:

* 30 (sigma) rule: This method assumes that data follows a normal distribution. Typically,
data points that are more than two to three standard deviations away from the mean are
considered outliers.

* Percentile-based method: This method uses percentiles to detect outliers.

Our quartile criterion follows the existing analysis (Massart et al. (2005)), which includes the
maximum value, minimum value, median, and upper and lower quartiles, to detect outliers. This
approach does not require any assumptions about the distribution of the data and does not impose
any restrictive requirements on the data. It simply portrays the true shape of the data, providing an
objective way to identify outliers.

r

2 R 8

o)

1

max values of each tensor
values of each channel

°
c
c
<

=
]

=
So
<
>

—
S
81

=

]
S

max values of each tenso

on. ; 10
.
: ] i ” 5 |
ol Illllliuiuulullﬂﬁl ZCI mnu-;lilullll ===== o ook Jis iniiie .
T3 Th A B TT I T I L 66 F b3 R R R P A
block number " block number channel number in one block channel number in one block
(a) weight before pre-processing (b) weight after pre-processing (c) activation before pre-processing (d) activation after pre-processing

Figure 3: Outliers pre-processing for weights and activations. The red dashed line indicates the
truncation threshold for weight outliers, and the deep blue line represents the reserved subset. The
light blue boxes depict activation outliers that undergo per-channel scaling.

17



Published as a conference paper at ICLR 2025

Table 10: The capability of CFP on the LLAMA?2-7B

Method C4 | Wiki |
w/o outlier pre-processing 1082.68 1128.33
w/ OMSE (Choukroun et al. (2019)) 76.43 47.81

| |
| |
| |
w/ Percentile (Zhou et al. (2017)) | 7162 | 4586
| |
| |
| |
| |

w/ OS (Wei et al. (2022b)) 41.57 26.36
w/ Smoothquant (Xiao et al. (2022)) 33.21 25.26
w/ CFP-Activation 23.48 19.75
w/ CFP-Weight + CFP-Activation 21.98 17.95
w/ OMSE + CBQ-Recon. | 2534 | 1953
w/ Percentile + CBQ-Recon. | 2562 | 1945
w/ OS + CBQ-Recon. ‘ 17.83 ‘ 13.89
w/ Smoothquant + CBQ-Recon. | 1569 | 1224
w/ CFP-Weight+Act + CBQ-Recon. | 13.29 | 10.63

G COMPARISON OF QUANTIZATION EFFICIENCY

Table 11: Comparison of training (GPU Hours) time of our CBQ with OmniQuant.

LLAMA | 7B 13B 30B 65B

OmniQuant 1.1h 2.2h 4.5h 8.9h
CBQ 0.%h 1.45 2.1h 4.3h

We evaluate the quantization efficiency of our weight-only CBQ quantization method and compare it
to OmniQuant which is the representative reconstruction-based PTQ methods. The GPU training
hours for both methods are shown in Table 11. The results demonstrate that the training cost of CBQ
can be faster than OmniQuant, particularly for larger models. This indicates that our CBQ method
offers an advantage in terms of training efficiency.

H ABLATION OF THE RANK OF LORA-ROUNDING

The ablation of the rank of LoRA-Rounding is in the Table 12 below. It is observed that with lower
ranks (3, 4, and 5), there is a slight improvement in performance. However, as the rank increases
beyond 5, the performance starts to decline. Considering the limited training resources available
for LLMs, it is worth noting that a larger rank in LoRA-Rounding results in a higher number of
parameters that need to be optimized. This increased parameter complexity poses a significant
challenge and ultimately leads to poorer performance and results.

Table 12: Ablation of the rank of LoRA-Rounding.

Dataset ‘ Rank =3 Rank =4 Rank =5 Rank =6 Rank =7

C4) 134 13.35 13.29 13.46 13.98
Wikil 10.89 10.71 10.63 10.86 11.05

I EVALUATION QUANTIZATION FOR A SERIES OF OPT MODELS

To further demonstrate the performance of the proposed CBQ, we conducted additional evaluations
under the OPT models as shown in Table 13.
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Table 13: Evaluation quantization for a series of OPT models on generation datasets with the
perplexity | metric

| #Bits | Methods | OPT-1.3B OPT-27B  OPT-6.7B OPT-13B
| FP | - | 1472 13.16 11.74 11.20
< GPTQ 15.57 1375 12.15 11.36
© | WaAle CBQ 15.42 13.56 11.92 11.29
OmniQuant 27.33 19.16 15.44 14.16
W2Al6 CBQ 15.99 13.83 12.19 11.52
o | P - | 1462 12.47 10.86 10.12

i

B waare GPTQ 15.56 12.82 1141 10.31
Z CBQ 15.10 13.58 11.10 10.24
OmniQuant 23.95 18.13 14.43 12.94
Waale CBQ 15.40 17.92 11.19 10.43

J EVALUATION QUANTIZATION FOR LLAMA?2 AND OPT ON W6A6

To further demonstrate the performance of the proposed CBQ, we conducted additional evaluations
under the W6AG6 setting on Llama2 and OPT models,as shown in Table 14.

Table 14: Evaluation quantization for LLAMA?2 and OPT on W6AG6

| #Bits \ Methods |PIQA HellaSwag ARC-C ARC-E Mutual Ethics| C4} Wikil

| FP - |7693 7295 4069 5321 70.92/51.12/75.84 52.63| 6.97 5.47

LLAMA2-7B | o Omniquant 7682 7213 3933 5336 69.57/49.67/73.62 52.62| 7.48 5.87
CBQ |77.58 7214 4027 53.87 70.16/50.22/74.83 53.02 | 7.24 5.67

| FP | - |7649 67.18 3464 60.14 69.02/47.85/74.71 57.65|11.74 10.86

OPT-6.7B | \yea¢| Omnquant |75.89 6673 33.61  60.05 67.95/46.16/73.70 55.95|11.81 1096
CBQ |76.60 6684  33.98 60.90 69.48/48.97/74.72 57.42 |11.79 10.95

K COARSE-TO-FINE PREPROCESSING ALGORITHM
Table 15: Ablation of the CFP for LLAMA-7B on W4A16.
Bits | Method | C4]  Wiki] | PIQA HellaSwag ARC-C ARC-E

W4A16 ‘

CFP 7.22 5.78 77.62/76.69 55.61/71.94 37.22/39.69 66.79/52.98
CBD 7.2 5.75 78.12/77.69 55.56/72.16 38.39/40.18 67.21/53.03
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Algorithm 1: Coarse-to-Fine Preprocessing

Input: The input tensor X,
The balancing coefficient Aq, Ao
Output: Outlier O
1 Coarse-grained Detection;
2 Xsorted = SOI’I(X);
3 Q1 = X[n/4], Q3 = X[3n/4];
4+ IQR = Q3 — Q1;
s T'= Q3+ MIQR;
6 O=A{z|z >T,z € Xoned };
7 { Fine-grained Detection.}
s N =Len(O), M* = INF;
9 foreach i = 0to N do
10 Oouttier = Oi:N;
1 Oreserved = Oo:4s
12 Mintra = Var(Oreserved);
13 Minter = (Min(ooutlier) - MaX(Oreserved))Q;
14 M = inter — )\2]\/[int’ra;
15 if M > M™* then

16 O = Ooutlier;
17 M* = M.

18 end

19 end
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