
Supplementary Materials for
Qimera: Data-free Quantization with Synthetic

Boundary Supporting Samples

A Code

The whole code is available at https://github.com/iamkanghyunchoi/qimera, including the
training, evaluation, and visualization for all settings. This project code is licensed under the terms of
the GNU General Public License v3.0.

B Additional Experimental Results

B.1 Baseline with Different Noise Level

Instead of the superposed embeddings, we tried the alternative of adjusting the variance of the noise
inputs, as discussed in Section 4.1 of the main body. We have tested five values as standard deviation
σz: 0.25, 0.5, 1.0, 1.5, and 2.0. The results in Table 6 show that as we hypothesized, just by increasing
the noise level did not provide much improvement on the performance of the baseline. Instead, we
have noticed a slight improvement on GDFQ when the noise level is decreased, and we believe this is
due to the generation of clearer samples. Nonetheless, the accuracy is far below that of the proposed
Qimera.

Dataset Model Bits GDFQ Qimera
σz 0.25 0.50 1.0* 1.5 2.0

Cifar-10 ResNet-20 4w4a 90.82 90.59 90.25 90.10 89.99 91.26
5w5a 93.45 93.45 93.38 93.30 93.31 93.46

Cifar-100 ResNet-20 4w4a 64.33 63.70 63.39 63.47 63.18 65.10
5w5a 68.17 68.37 66.12 67.46 67.33 69.02

ImageNet

ResNet-18 4w4a 61.47 60.91 60.60 60.25 60.20 63.84
5w5a 68.92 68.25 68.40 68.37 68.07 69.29

ResNet-50 4w4a 55.30 54.37 52.12 54.29 46.14 66.25
5w5a 72.01 72.56 71.89 71.60 71.14 75.32

MobileNetV2 4w4a 60.29 59.90 59.43 58.67 59.31 61.62
5w5a 68.69 68.35 68.11 68.10 67.84 70.45

*Default value from N (0, 1)

Table 6: Experimental results on noise variance test

B.2 Extracted Embedding Initialization without Training

To show that the weight from the last fully connected layer of the full-precision model is a good
candidate for the initial embeddings, we have performed an experiment where the embeddings are
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Dataset Model
(FP32 Acc.) Bits ZeroQ ZAQ GDFQ Qimera Extracted Init

+ Freeze

Cifar-10 ResNet-20 4w4a 79.30 92.13∗ 90.25 91.26 90.37
(93.89) 5w5a 91.34 93.36 93.38∗ 93.46 93.25

Cifar-100 ResNet-20 4w4a 47.45 60.42 63.39∗ 65.10 63.83
(70.33) 5w5a 65.61 68.70∗ 66.12 69.02 68.76

ImageNet

ResNet-18 4w4a 22.58 52.64 60.60∗ 63.84 63.67
(71.47) 5w5a 59.26 64.54 68.40∗ 69.29 69.23

ResNet-50 4w4a 08.38 53.02∗ 52.12 66.25 63.20
(77.73) 5w5a 48.12 73.38∗ 71.89 75.32 74.84

MobileNetV2 4w4a 10.96 00.10† 59.43∗ 61.62 60.46
(73.03) 5w5a 59.88 62.35 68.11∗ 70.45 68.82

∗ Highest among the baselines †Did not converge

Table 7: Extracted embedding initialization without Training

frozen right after initialization. The results are presented in Table 7. Qimera with frozen embeddings
are not better than the primary Qimera method with trained embeddings. However, compared to
the two baselines (ZAQ and GDFQ), they provides a comparable accuracy on Cifar-10 and better
accuracies on Cifar-100 and ImageNet. Furthermore, the accuracy on Cifar-10 dataset is close to the
upper bound for all techniques under comparison, and thus the differences are minimal.

B.3 Sensitivity Study on Number of DM layers

Num. DM Layers Accuracy

Cifar-10 Cifar-100

(w/o DM) 90.81 64.89
1 91.26 65.10
2 91.18 64.90
4 91.49 64.96
8 91.63 64.11

Table 8: Sensitivity Study on Number of DM Layers

To have a deeper look into the DM layers, we have conducted a sensitivity study on the number of
DM layers in Table 8. In the table, all results are from 4w4a setting with p=0.4, K=2 for Cifar-10
and K=10 for Cifar-100. As displayed, we found that there are sometimes small improvements from
using more DM layers above one, but a severe drop in performance has been observed for using too
many layers (Cifar-100, 8 layers).

B.4 More Sensitivity Study on Hyperparameters

In addition to our choice of hyperparameters presented in the main body, we have performed a further
extensive sensitivity study on those parameters, which is displayed in Table 9. All experiments are
against 4w4a configuration, equal to the Table 3 (Section 5.4) in the main body. Regardless of the
choice in p and K, the results are all better than the two baselines ZAQ and GDFQ. Furthermore,
while they all provide a meaningfully good performance, the results show a clear trend: lower p,K
for Cifar-10/100 and higher p,K for ImageNet as sweet spots. This result supports the use of Qimera
in that these parameters are easily tunable, not something that must be exhaustively seAutoReConhed
for optimal values.
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Dataset K
p

0.10 0.25 0.40 0.55 0.70 0.85

Cifar-100
(ResNet-20)

2 64.18 64.62 64.90 64.95 64.76 64.89
10 64.85 64.63 65.10 64.76 64.52 63.86
25 64.53 64.91 64.72 64.66 64.40 64.01

100 64.37 64.66 64.64 64.27 64.79 63.65

ImageNet
(ResNet-50)

100 58.74 60.64 61.43 61.47 63.87 65.73
250 61.30 61.28 62.16 64.03 64.50 65.23
500 58.96 60.11 58.69 63.05 66.25 66.19

1000 58.65 59.62 61.20 58.86 65.12 64.24

Table 9: Further Sensitivity analysis

Dataset Model Bits DSG [1] Qimera (%p improvement)

ImageNet

ResNet-18 4w4a 34.53 63.84 (+29.31)
ResNet-50 6w6a 76.07 77.18 (+1.11)

InceptionV3 4w4a 34.89 73.31 (+38.42)
SqueezeNext 6w6a 60.50 65.97 (+5.47)
ShuffleNet 6w6a 44.88 56.16 (+11.28)

Table 10: Comparison with DSG

B.5 Comparison with DSG

Qimera is conceptually similar to DSG [1] which tries to diversify the sample generation by relaxing
the batch-norm stat alignments. However, Qimera is different from DSG because we explicitly try to
generate boundary supporting samples, instead of relying on diversification. This would led to better
performance as demonstrated in the motivational experiment of Section 3.

Table 10 shows the comparison of Qimera with DSG. We use the reported numbers for DSG, and
perform a new set of experiments for Qimera to match the settings. We use the lowest-bit settings for
each network evaluated in DSG. As displayed in the table, Qimera outperforms DSG in all settings,
especially for 4w4a cases.

C Class-Pairwise Visualization

To look closely onto the visualization of the samples from Section 5.3 (Figure 3) in the main body,
we have plotted them in a pair-wise manner. Even though 10 classes in total gives 45 possible pairs,
we chose nine symbolically adjacent pairs in the figure. Although being symbolically adjacent does
not have much meaning, we believe having nine pairs is enough for our purpose rather than showing
all 45 possible pairs. The colors match that of the Figure 3, where the lightgreen dots represent the
synthetic boundary supporting samples. Also, we have plotted the path between the centroids of the
two clusters in black, by varying λ (the ratio of superposition) from 0 to 1 by 0.01 without any noise.
Each 10th percentile is denoted as larger black dots. The results show that the samples and the path
lie relatively in the middle of the two clusters. Please note that we have performed PCA plot for each
pair to best show the distribution, so the position and orientation of the clusters do not exactly match
those from Figure 3.

D More Generated Images

Lastly, Figure 6 shows more samples generated from Qimera. Figure 6a displays the synthetic
boundary supporting samples generated from Cifar-10 dataset, with K = 2 and λ = 0.5. Each row
and column represents a class from Cifar-10. For example, the image at row 0 (airplane) and column
2 (bird) represents a sample generated from superposed embeddings of airplane and bird. Although
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(a) Class 0-1. (b) Class 1-2. (c) Class 2-3.

(d) Class 3-4. (e) Class 4-5. (f) Class 5-6.

(g) Class 6-7. (h) Class 7-8. (i) Class 8-9.

Figure 5: Visualization of the generated samples in the feature space. The lightgreen cloud represents
the synthetic boundary supporting samples. The black dots represents the path between the two
embeddings without any noise, where every 10th percentile is denoted as larger dots. The colors
match that of the Figure 3 of the main body, but the PCA dimension has been adjusted to best show
each chosen class pair.

still not very human-recognizable, we find that each sample in Figure 6a has some features adopted
from each of the source classes in Figure 4d.

Figure 6c shows the sample images created from ImageNet. Because there are too many classes
within ImageNet (1000), we chose 10 classes from them, which are {0: ‘tench, Tinca tinca’, 100:
‘black swan, Cygnus atratus’, 200: ‘Tibetan terrier, chrysanthemum dog’, 300: ‘tiger beetle’, 400:
‘academic gown, academic robe, judge’s robe", 500: ‘cliff dwelling’, 600: ‘hook, claw’, 700: ‘paper
towel’, 800: ‘slot, one-armed bandit’, 900: ‘water tower’}, and the original samples from those classes
are shown in Figure 6b. As in Cifar-10, the generated samples are far from human-recognizable, but
each row is clearly distinguishable from the others. In addition, Figure 6d contains the synthetic
boundary supporting samples from ImageNet, following the same rules from Figure 6a. Again, we
see that each position in the sample matrix adopts features from the rows of the corresponding class
pair in Figure 6c.
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(a) Synthetic boundary supporting samples from Cifar-10.

(b) Original ImageNet samples from the selected 10
classes.

(c) Synthetic samples from ImageNet.

(d) Synthetic boundary supporting samples from
ImageNet.

Figure 6: Additional synthetic samples.

5



Checklist

The checklist follows the references. Please read the checklist guidelines carefully for information on
how to answer these questions. For each question, change the default [TODO] to [Yes] , [No] , or
[N/A] . You are strongly encouraged to include a justification to your answer, either by referencing
the appropriate section of your paper or providing a brief inline description. For example:

• Did you include the license to the code and datasets? [Yes]
• Did you include the license to the code and datasets? [No] The code and the data are

proprietary.
• Did you include the license to the code and datasets? [N/A]

Please do not modify the questions and only use the provided macros for your answers. Note that the
Checklist section does not count towards the page limit. In your paper, please delete this instructions
block and only keep the Checklist section heading above along with the questions/answers below.

1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s

contributions and scope? [Yes]
(b) Did you describe the limitations of your work? [Yes] We have discussed the limitations

in the discussion section.
(c) Did you discuss any potential negative societal impacts of your work? [Yes] We

discussed the concern of privacy invasion in the discussion section.
(d) Have you read the ethics review guidelines and ensured that your paper conforms to

them? [Yes]
2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [N/A]
(b) Did you include complete proofs of all theoretical results? [N/A]

3. If you ran experiments...
(a) Did you include the code, data, and instructions needed to reproduce the main experi-

mental results (either in the supplemental material or as a URL)? [Yes]
(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they

were chosen)? [Yes]
(c) Did you report error bars (e.g., with respect to the random seed after running experi-

ments multiple times)? [Yes]
(d) Did you include the total amount of compute and the type of resources used (e.g., type

of GPUs, internal cluster, or cloud provider)? [Yes]
4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes] A part of our code is
based on GDFQ [2], and we cite this work as one of our most important prior work.

(b) Did you mention the license of the assets? [Yes]
(c) Did you include any new assets either in the supplemental material or as a URL? [Yes]
(d) Did you discuss whether and how consent was obtained from people whose data

you’re using/curating? [N/A] We only use public datasets, Cifar-10, Cifar-100 [3], and
ImageNet [4]

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [N/A] Same as above

5. If you used crowdsourcing or conducted research with human subjects...
(a) Did you include the full text of instructions given to participants and screenshots, if

applicable? [N/A]
(b) Did you describe any potential participant risks, with links to Institutional Review

Board (IRB) approvals, if applicable? [N/A]
(c) Did you include the estimated hourly wage paid to participants and the total amount

spent on participant compensation? [N/A]

6



References
[1] Xiangguo Zhang et al. “Diversifying Sample Generation for Accurate Data-Free Quantization”. In:

Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2021, pp. 15658–
15667.

[2] Shoukai Xu et al. “Generative low-bitwidth data free quantization”. In: European Conference on Computer
Vision. 2020.

[3] Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images. 2009. URL:
http://www.cs.utoronto.ca/~kriz/learning-features-2009-TR.pdf.

[4] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. “Imagenet classification with deep convolutional
neural networks”. In: Advances in Neural Information Processing Systems. 2012.

7

http://www.cs.utoronto.ca/~kriz/learning-features-2009-TR.pdf

	Code
	Additional Experimental Results
	Baseline with Different Noise Level
	Extracted Embedding Initialization without Training
	Sensitivity Study on Number of DM layers
	More Sensitivity Study on Hyperparameters
	Comparison with DSG

	Class-Pairwise Visualization
	More Generated Images

