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1 SUPPLEMENTARY MATERIAL

1.1 COMPATIBILITY ANALYSIS:

To verify the compatibility of NMCLK, we deploy it into other models, such as BPR-MF, CKE,
KGNN-LS, KGAT, and KGIN. The results are shown in Table 1.

Firstly, learning Knowledge graph representation with NMCLK can significantly improve the per-
formance of Top-k recommendation. Applied with NMCLK, the performance of base models
is remarkably boosted, which confirms our hypothesis of improving the performance of Top-K
prediction models by improving the quality of the features representations and demonstrates the
effectiveness of NMCLK as seen in Table 1.

Furthermore, the contrastive module in NMCLK, which incorporates both Local Level Contrastive
Learning and Global Level Contrastive learning, plays a significant role in generating high-quality
feature representations. By leveraging this module, NMCLK can learn to generate feature embeddings
that capture meaningful relationships between items and users in the graph. Moreover, the alignment
and uniformity constraint module is also crucial in regulating feature representations during training.
By introducing the feature alignment constraint, NMCLK can minimize the distance between features
from the same field and encourage closely distributed feature representations for similar items or users.
Additionally, the field uniformity constraint can minimize the similarity between features belonging
to different fields, encouraging diverse feature representations. Overall, the combination of these
techniques in the NMCLK framework leads to significant improvements in Top-k recommendation
performance compared to the base models.

Model MovieLens-100K MovieLens-1M
NDCG@20 Hit@20 MRR@20 Recall@20 NDCG@20 Hit@20 MRR@20 Recall@20

BPRMF 0.2421 0.8706 0.3874 0.3259 0.2047 0.822 0.3533 0.2196
NMCLKBPRMF 0.2544 0.8738 0.3924 0.329 0.2112 0.8237 0.3673 0.2211
CKE 0.264 0.8706 0.3861 0.3481 0.1987 0.825 0.3429 0.218
NMCLKCKE 0.2704 0.878 0.4019 0.3454 0.225 0.8421 0.3951 0.2318
KGNN-LS 0.2565 0.86 0.3805 0.3393 0.1942 0.8126 0.3379 0.2093
NMCLKKGNNLS 0.257 0.8664 0.3849 0.3397 0.1961 0.8157 0.3455 0.2095
KGAT 0.2562 0.8696 0.407 0.3452 0.2035 0.8323 0.3531 0.2217
NMCLKKGAT 0.2696 0.8738 0.3908 0.3409 0.2277 0.8427 0.3947 0.2357
KGIN 0.2419 0.8653 0.3475 0.3248 0.2011 0.8296 0.3592 0.2214
NMCLKKGIN 0.2748 0.8834 0.3896 0.3511 0.2243 0.8392 0.4096 0.2326

Table 1: Compatibility study of NMCLK framework

1.2 COMPONENT ANALYSIS:

We performed a component analysis of the NMCLK model to evaluate the contribution of each
individual component to the final performance. We evaluate the model on two datasets, MovieLens-
100K and MovieLens-1M, and report the results in Table 2.

The NMCLK model, in its full configuration, incorporates both Local and Global Contrastive Learning
(CL), along with Representation Uniformity features such as Alignment and Uniformity. When
evaluated on the MovieLens-100k and MovieLens-1M datasets, this configuration showcases optimal
performance, setting a benchmark for subsequent model variations.
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Upon removing the noise from the NMCLK model, there’s a discernible decrease in performance
across both datasets. This suggests that noise plays a pivotal role in enhancing the model’s robustness
and generalization capabilities. The significance of Contrastive Learning is further underscored when
both Local and Global CL are excluded, leading to a performance drop. However, the decline isn’t
as pronounced as one might expect, indicating that while CL is beneficial, other components of the
model also contribute substantially to its efficacy. The importance of Representation Uniformity is
highlighted when the Alignment feature is removed. The model’s performance experiences a slight
dip, emphasizing that aligning features from the same field is crucial for generating closely distributed
feature representations for similar items or users.

Interestingly, when the Global view is excluded in various configurations, there’s a consistent decline
in performance across all metrics and datasets. This underscores the Global view’s critical role in
capturing broader contextual information, which is instrumental in enhancing recommendation quality.
In configurations where only the Local view is retained, the performance remains competitive but
doesn’t match the full model’s efficacy. This suggests that while the Local view captures fine-grained
interactions, the Global view’s broader context is indispensable for achieving peak performance.
Overall, the table illustrates the collective and individual significance of each component in the
NMCLK model, emphasizing the need for a holistic approach in recommendation system design.

Model
Contrastive

loss
Representation

uniformity MovieLens-100k MovieLens-1M
Local Global Alignment Uniformity NDCG@20 Hit@20 MRR@20 Recall@20 NDCG@20 Hit@20 MRR@20 Recall@20

NMCLK Y Y Y Y 0.2790 0.8780 0.4156 0.3528 0.2313 0.8598 0.3958 0.2484
NMCLK without
added Noise Y Y Y Y 0.2709 0.8685 0.4006 0.3427 0.2219 0.8538 0.3800 0.2401

NMCLK without CL N N Y Y 0.2720 0.8759 0.4078 0.3473 0.2251 0.8425 0.3890 0.2348
NMCLK without
alignment Y Y N N 0.2752 0.8738 0.4072 0.3508 0.2286 0.8566 0.3897 0.2461

NMCLK without CL
without alignment N N N N 0.2715 0.8749 0.4026 0.3436 0.2211 0.8493 0.3924 0.2403

NMCLK without
Global view N N N N 0.2581 0.8515 0.3868 0.3273 0.2067 0.8328 0.3574 0.2240

NMCLK without
Global view Y Y N N 0.2708 0.8664 0.4126 0.3403 0.2256 0.8526 0.3856 0.2421

NMCLK without
Global view N N Y Y 0.2720 0.8749 0.4066 0.3432 0.2257 0.8425 0.3901 0.2356

NMCLK without
Global view Y Y Y Y 0.2725 0.8770 0.4159 0.3446 0.2218 0.8397 0.3876 0.2320

Table 2: Individual Component Analysis of NMCLK model

1.3 GENERALIZABILITY OF FRAMEWORK IN CTR TASKS:

To evaluate the generalizability of our framework in Click-Through Rate (CTR) prediction tasks, we
conduct a compatibility study by incorporating NMCLK into various CTR prediction models, such
as FM, FwFM, DeepFM, AutoInt, DCN, and DCNV2, as shown in Table 3.

The results show that our framework, when combined with various CTR models, consistently
outperforms the corresponding base models across different datasets, as evidenced by the improvement
in AUC and Logloss metrics. For instance, the combination of NMCLK and DCN achieves an AUC
of 0.8147 and a Logloss of 0.5325 on the MovieLens-1M dataset, compared to the AUC of 0.8134
and Logloss of 0.5348 obtained by DCN alone. Similarly, the combination of NMCLK and AutoInt
yields an AUC of 0.8032 and a Logloss of 0.5522 on the Ta-feng dataset, compared to the AUC of
0.7997 and Logloss of 0.5713 obtained by AutoInt alone.

These results demonstrate the effectiveness and generalizability of our framework in improving the
performance of various CTR prediction models on different datasets.
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