A DETAILED IMPLEMENTATION

A.1 DATASET

ImageNet-C ImageNet-C is constructed from the validation set of the original ImageNet, which
includes 50,000 samples across 1,000 classes (each class containing 50 samples). Based on the
ImageNet validation set, we apply different corruption techniques to create 15 different degradation
versions, categorized into four main groups: noise, blur, weather, and digital. For each corruption
type, there are five levels of severity, ranging from 1 to 5. Severity level 1 represents the smallest
change in the intensity of corruption, while level 5 represents the most significant changes

Imbalance data simulation Our imbalanced data is based on SAR (Niu et al., [2023), and the
simulation process can be described as follows: During the adaptation, assume we have a total of
T time-steps, where T equals the number of classes C. We set the probability vector Q;(y) =
(41,42, ,qc], where go = Gmae if ¢ = t and ¢c = @min = (1 — @maz)/(C — 1) if ¢ # t. Here,
Gmaz | @min Tepresents the imbalance ratio. After that, for each time stept € {1,2,--- ,T = C}, we
sample M images from the test set according to Q¢(y). Then, based on the ImageNet-C (Gaussian
Noise), we generate a new testing set that has online imbalanced label distribution shifts with a total
of 100(M) x 1000(T) images. To achieve this, we need to pre-shuffle the class orders in ImageNet-C
because the classes will appear randomly in practice.

CIFAR-10-C and CIFAR-100-C Similar to ImageNet-C, CIFAR-10-C, and CIFAR-100-C are
also created from the CIFAR validation set (10.000 samples). The corruption type and corruption
level are the same as the ImageNet-C version, which means we also have 15 different corruption
types, and each of them also includes 5 levels of severity.

VisDA-21 In this setting, we work on the validation set from the Visual Domain Adaptation Chal-
lenge in 2021 (Bashkirova et al.| [2022), which contains a subset of images from four different
datasets: ImageNet-R, ImageNet-C, ImageNet-O, and ObjectNet. Instead of using all data samples,
we use images from ImageNet-{R, C, O}, which includes a total of 18, 338 images.

A.2 MODEL

Architecture For a fair comparison, we utilize existing architectures, which vary across datasets.
For ImageNet-C, following SAR, our main architecture is VITbase-LN from timm (Wightman,
2019). The model architectures for CIFAR-10-C and CIFAR-100-C are a 26-layer residual network
(He et al.,[2016) and WideResNet-18-2 (Diffenderfer et al.,[2021), respectively.

Optimizer We use stochastic gradient descent (SGD) as our default optimizer, with the learning
rate varying depending on the dataset. Specifically, we set the learning rates for the CIFAR and
ImageNet datasets to 0.01 and 0.1, respectively. The momentum is consistent across these datasets,
set at 0.9. Additionally, for the sharpness-aware loss, we set the learning rate for SAM to 0.1 in all
settings.

A.3 HYPER PARAMETER

5 : Number of skipping classes in k-NL In our method, the skipping module balances the risk of
noise and useful information in the negative loss. Skipping more negative samples can help the target
model reduce noisy information more effectively, but it also filters out valuable negative samples,
potentially slowing down the convergence of the training model. We set s equal to 5 in all settings
(this value is selected based on cross-validation).

k: Number of selected negative classes in k-NL  Generally, utilizing a large number of negative
classes can provide more information for the negative loss. However, as shown in (Feng et al.,
2020), increasing the number of k& also makes the network harder to train. Therefore, the number of
negative samples is selected based on cross-validation and is set to 5 in all settings.



Model Gauss. Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG | Avg.
TENTT 198 221 521 569 565 612 58.0 7.0 66 722 714 612 63.1 719 69.1 | 50.7
SARY 45.8 432 457 53.5 50.3 57.6 52.6 59.0 542 68.8 763 | 657 57.8 69.0 66.1 577

SAR* + Lypgrse—cr | 526 525 538 | 564 563 618 599 | 654 640 722 767 | 670 662 717 69.0 | 63.0
SAR* + Lfinal 549 554 562 582 587 63.9 628 | 679 659 734 713 | 68.0 686 729 70.2 | 65.0

Table 1: This is the biggest challenge we use to verify our model’s learning ability. In this setting, we
work with imbalanced data and small batch sizes, which are common in real-world applications. The
results in the table highlight the well-adapted capability of our method, showing that it boosts SAR
performance by 5.3% and 7.3% under sparse-CL with and without negative learning, respectively.

Model Gauss. Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG | Avg.
TENT} 450 434 455 524 48.2 55.6 513 | 267 240 667 752 | 649 540 671 647 | 523
Lsparse—cr | 520 522 532 55.5 56.0 61.0 595 | 649 632 712 762 | 66.3 66.0 708 684 | 62.4
L final 543 547 556 579 58.2 63.1 615 | 66.2 100 728 713 | 67.7 679 72,6 699 | 60.6

Table 2: Performance of our loss function versus entropy minimization when adapting alone (with-
out high entropy sample filtering, sharpness-aware loss, or model recovery). Generally, adaptation
using our loss helps the model transfer better to the target domain, improving target accuracy. More-
over, it helps overcome the failed cases of self-entropy loss (Snow and Frost). Additionally, ap-
plying negative learning boosts sparse-CL to achieve better performance on almost all corruption
types. However, under some particularly challenging settings (like Frost in this situation), the effect
of noise in the negative loss can reduce model performance.

n: Learning rate Selecting the right value for the learning rate is crucial to the success of our
method. As mentioned earlier, the learning rate needs to be large enough to help the model converge
to a good solution before the negative effects of noisy labels (confirmation bias and memorization)
appear. In our main experiments, we empirically found that our learning rate can be up to 100 times
larger than the base learning rate in SAR under SAM loss (base learning rate equal to 10~2), or it
could be 5000 times larger under the SGD loss when adapting to the TENT setting (base learning
rate equal to 1073).

B ANALYSIS

B.1 THE BENEFIT OF SPARSE UPDATING

Under the prototype learning setting (where we view the classifier h(-) as a list of source proto-
types), the proposed sparse-CL utilizes information from the most similar prototype (highest prob-
ability class), assigning zero weight to all remaining classes. Therefore, during backpropagation,
the gradient only flows through the highest prototype, resulting in sparse updating. Previous works
(Iofinova et al.l 2022} |Andriushchenko et al., [2023; [Hoefler et al., |2021) have shown that sparse
updating helps the model learn more stably. Moreover, we hypothesize that under a large learning
rate, the sparse loss will help the model converge more easily because it only needs to focus on one
specific class. Additionally, sparse updating supports faster training (fewer parameters need to be
updated), making it beneficial for online learning.

B.2 ON THE CONNECTION BETWEEN OURS AND TRIPLE LOSS

Basically, the classifier h;(+) is a template matching module that measures the inner product between
input features and source prototypes (learned during source domain training). In sparse-CL loss, the
model selects the most similar prototype as the positive sample and pulls the feature f, closer to
this (positive) prototype. Conversely, the k-NL loss selects the k-hard negative prototypes to push
fz away. The behavior of our loss during learning is similar to the triplet loss (Schroff et al 2015}
Sohn| 20165 |Chen & Hel 2021)), where f, is viewed as the anchor, and negative or positive samples
are selected for f,, in the prototype set using the inner product operation. This connection partially
explains why our loss can help the model converge to better solutions during adaptation. Previous
work (Koch et al., 2015) has shown that triplet loss is an efficient loss in few-shot learning, which
can be understood as a branch of domain adaptation.
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Figure 1: We verify how SAR gradually improves with increasing learning steps on shot noise cor-
ruption (severity level 5). The results indicate that SAR stability improves as we increase the number
of steps. The enhancement is consistent until the step number reaches 10 (achieving 55.6% accu-
racy, with our model achieving 57.2% accuracy after 1 step). However, performance deteriorates
when the step number reaches 11 (dropping to 46.7% accuracy).

Model Gauss. Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG | Avg.
TENTY 724 743 641 87.3 652 85.9 879 | 829 828 850 916 877 764 807 73.0 | 79.8
SARf} 753 759 668 87.3 64.9 84.9 884 | 848 826 875 915| 8.2 771 834 771 | 81.0
Lfinal 781 795 706 88.0  70.5 86.7 892 | 852 847 879 91.8 | 895 780 845 785 | 828
SAR*+ Lina | 785 788  69.0 876 699 86.0 88.8 | 847 845 87.6 91.7| 89.8 718 836 785 | 825

Table 3: Results on CIFAR-10-C using our method show the following: First, compared to TENT,
SAR performs worse in this setting. Second, our method helps the model improve by over 2.7%
compared to TENT and by 1.5% under the SAR setting.

Model Gauss. Shot Impul. | Defoc. Glass Motion Zoom | Snow Frost Fog Brit. | Contr. Elastic Pixel JPEG | Avg.
TENT § 61.8 631 59.1 746 595 728 733 [ 677 677 633 47| 726 647 687 621 | 670
SARf} 640 656  66.0 753 623 73.8 745 | 69.7 695 677 758 | 755 668 715 653 | 69.6
Lfinal 643 656 657 746 622 73.5 741 | 699 69.6 677 752 | 742 66.6 714 65.1 | 693
SAR* + Lina | 646 660  66.8 752 623 743 746 | 70.0 699 675 756 | 750 668 720 652 | 69.7

Table 4: Under CIFAR-100-C, adapting using Ours does not gain a clear improvement when working

with SAR. However, training it alone still helps the model improve up to 2.3% ( compared to entropy
minimization).

Model Accuracy
TENT{ (Wang et al[[2020) [ 46.4
‘Cfinal ﬂ
SARft (Niu et al.,[2023) 46.4
SAR* + Ltinal 54.6

Table 5: Result of our method on VisDA-21 when learns on normal settings.



Model | Accuracy
TENT} (Wang et al.,[2020) 47.5

‘Cfinal @
SARY (Niu et al.| [2023) 47.4
SAR* + Efinal 554

Table 6: Result of our method on VisDA-21 when learns on small batch size settings.

C ABLATION STUDY

C.1 LEARNING UNDER IMBALANCE DATA WITH SMALL BATCH SIZE

In this setting, we investigate the performance of our method on imbalanced data, with a batch size
set to 1, which is common in real-world applications. Detailed results are shown in Table|l| where
Sparse-CL improves by 5.3% under the SAR setting. Applying k-NL further enhances Sparse-CL
performance from 63% to 65%, a 2% increase.

C.2 CAN SAR BE CLOSE TO OUR MODEL PERFORMANCE WHEN TRAINING UNDER
MULTIPLE STEPS?

Because SAR cannot work under a large learning rate, we compare the strength of our method and
SAR by investigating how SAR improves when adapting to the target data in multiple steps. The
results in Figure [T]reveal that increasing the number of steps can improve SAR performance. How-
ever, updating the model on the sample for too long also reduces its performance (model accuracy
deteriorates when the step number reaches 11). We speculate this happens due to confirmation bias,
where errors accumulate after each step and significantly reduce model performance.

C.3 PERFORMANCE OF OUR METHOD WHEN STANDS ALONE

We further confirm the effect of the proposed loss compared to entropy minimization when used
alone. This can be achieved by replacing the loss function in TENT (Wang et al.| 2020) with ours.
Similar to the previous settings, we conducted these experiments on ImageNet-C with the highest
level of severity (level 5). We also consider both versions of the proposed loss: sparse-CL when
used alone and in combination with k-NL. Detailed results are shown in Table[2l

C.4 RESULT ON CIFAR-10-C AND CIFAR-100-C

Besides running on different settings using ImageNet-C, we validated our method on two additional
datasets: CIFAR-10-C and CIFAR-100-C under normal settings (batch size of 200). The exper-
iments utilized 15 common corruption types (severity level 5). Generally, our loss function can
outperform entropy minimization when used individually or based on SAR (combined with high
entropy sample filtering and sharpness-aware loss) across all types of perturbations. More results
can be found in TablesBland

C.5 MORE RESULT ON VISDA-21

Table E] and E] shows the accuracy our model reach under VisDA-21 dataset (Bashkirova et al.|
2022). Generally, our model acquires better performance when standing alone. Moreover, adapting
this loss function under the SAR setting helps the final improvement increase up to 8%.

C.6 THE BENEFIT OF SKIPPING s HARDNESS SAMPLES

Learning with a large learning rate can be risky, especially when the training data includes noise.
Even small amounts of noise can disrupt model learning under large updates. Therefore, it is crucial
to carefully consider filtering out noise during the learning process. In our loss function, noise tends
to come from the k-NL loss. To reduce the effect of noise from the k-NL loss (where positive sam-
ples are mistakenly considered negative), we first skip s nearby negative samples with the positive
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Figure 2: The changes in accuracy of our loss function with different learning rates (measured on
Gaussian noise severity level 5, ImageNet-C) are significant. Learning by skipping the first s hard
negative samples helps the model adapt better as we increase the learning rate, resulting in improved
stability. In contrast, directly utilizing the first s highest probability samples as negative ones leads
to deteriorating model performance when the learning rate is large.

Model Running time (ms)
TENT 128
Esparse—CL 131
»Cfinal 133
SAR 382
SAR* + Lgparse—cL 380
SAR* + »Cfinal 384

Table 7: The computation time of different loss functions was measured on Gaussian noise corrup-
tion type when processing one batch of data (batch size of 64) on a GPU RTX 3090. Generally, all
losses yield similar computational costs (under TENT or SAR settings). Learning with sparse-CL
achieves lower times, but the gap is small. This may be because we only updated the BN layers, so
the difference between these losses is not significant.

one, then select consecutive k£ samples as negative. This section aims to highlight the advantages of
this skipping procedure. Generally, Figure 2] shows that without skipping modules, the model can-
not adapt to a large learning rate due to the noisy effect. On the other hand, filtering out s negative
samples helps the model improve stability under large updates. E|

C.7 COMPUTATION TIME

To better understand our module, we conducted an additional experiment to measure the running
time of cross-logit, k-hardness negative alone, and when combined. Table |Z] shows that these two
modules do not change the running time. In fact, they even help the network update faster due to
sparse updating.

!'This experiment is implemented when using our loss alone instead of combining with SAR because the
effect of noise could be partially mitigated by sharpness-aware loss and filtering out high entropy samples.



D RELATED WORK

D.1 DOMAIN ADAPTATION

In the era of deep learning, models are built with increasingly large sizes and trained on massive
amounts of data (Dosovitskiy et al.;, 2020; [Radford et al., 2018). These models, known as source
models, are then used to transfer knowledge to target domains. This learning strategy has been a
key factor in the success of deep learning models for nearly a decade when applied to real-world
problems, and it is commonly known as domain adaptation (DA) (Ben-David et al., [2006; |Ganin
& Lempitskyl 2015). Generally, DA algorithms help improve training time and performance on
the target domain by utilizing knowledge from the source domain. Currently, common techniques
applied to the domain adaptation problem include unsupervised learning (Ganin & Lempitsky,|[2015;
Saito et al.| 2018)), self-supervised learning (Saito et al.,[2020; |Sun et al 2019), weakly supervised
learning (Inoue et al., 2018; |Cozzolino et al., 2018)), and feature learning (Long et al.| 2018} |Shen
et al.,[2018). The main goal of these learning techniques is to utilize the source model and data to
make learning on the target domain more effective in terms of learning time and accuracy.

D.2 TEST-TIME ADAPTATION

For deployed deep learning systems, learning the target model based on traditional domain adapta-
tion problems is no longer suitable. On the one hand, the source data is usually not accessible (for
privacy reasons), so we can only take advantage of the pre-trained source model. On the other hand,
the model needs to adapt and infer in an online manner, so the time for adaptation needs to be done
in one or a few steps. This context-based learning is called Test-time adaptation (TTA) (Wang et al.,
2020; [Liu et al.| 2021a)). In general, learning in this direction focuses on improving the quality of
the model using only target data and the source model. To update the target model quickly and ef-
ficiently, (Wang et al.,|2020) points out that batch normalization layers, which work by shifting and
scaling features during the learning process, could help the target model adapt well to distribution
shifts. Therefore, simply fine-tuning BN layers based on entropy minimization could be efficient
and save much computational cost. (N1u et al.| 2022) improves the quality of TENT by filtering out
low-confidence samples and using Fisher information to mitigate catastrophic forgetting. (Niu et al.,
2023)) enhances the model’s learning ability by adapting sharpness-aware loss and a model recovery
mechanism. Additionally, (Iwasawa & Matsuo, 2021) approaches the problem based on prototype
learning, where the author takes advantage of source prototypes and then updates these prototypes
based on test samples. Works by (Wang et al.| [2023} [Li et al.,|2020) leverage unsupervised learning
techniques to update models based on softmax or feature spaces, while (Goyal et al., 2022; Wang
et al.l 2022)) rely on the success of weakly supervised learning to improve model quality. More-
over, under the self-supervised learning setting, (Chen et al.l 2022} Sun et al.| [2020) also achieve
promising results.

D.3 COMPLEMENTARY AND NEGATIVE LEARNING

Supervised learning is a popular and powerful method in machine learning and deep learning,
achieving impressive results in various tasks. However, it requires large amounts of labeled data,
which can be costly and difficult to obtain, especially for complex problems such as segmentation.
Moreover, the quality of the labels can affect the performance of the learning models, as noise and
errors can be introduced during the labeling process. To address these challenges, (Ishida et al.,
2017) proposed complementary learning, a method that leverages information from other classes
(complementary classes) besides the ordinary class. (Ishida et al., 2019; |Yu et al., 2018) extended
this framework to different loss functions and provided theoretical guarantees. However, these meth-
ods assume that the labels are clean and accurate, and cannot handle noisy labels. To overcome this
limitation, (Kim et al., |2019) proposed a novel algorithm called negative learning, which can learn
from both ordinary labels and negative labels (labels that are opposite to the true labels). They em-
pirically show that negative learning can improve the robustness and accuracy of learning models
under noisy label settings.



D.4 STABILITY LEARNING

Deep learning models have achieved remarkable success in many practical applications (He et al.,
2016; [Brown et al.,2020), but they also suffer from instability issues when dealing with challenging
real-world problems, such as noisy data (Natarajan et al., [2013)), imbalanced data (Haixiang et al.,
2017), or adversarial attacks (Goodfellow et al.| |2014). These issues can degrade the quality of
the models during training and inference, affecting their robustness and generalization. To address
these challenges, various research directions have been proposed to enhance the stability of neural
network training in different contexts, such as learning with noisy labels (Song et al.l 2022)), im-
balanced learning (Fernandez et al., 2018), or adversarial learning (Zhang et al.l [2018)). Moreover,
many studies have shown that the loss landscape plays a crucial role in the generalization of neural
networks, as it reflects the complexity and diversity of the solutions (Li et al.| [2018; [Wu et al.,[2020).
Therefore, some methods have been developed to optimize the loss landscape and find more stable
regions for the models (Foret et al., [2020; |[Kwon et al., [2021). For example, (Foret et al., 2020)
proposed a sharpness-aware minimization method that simultaneously minimizes the loss value and
the loss sharpness, leading to better generalization and robustness. Besides the loss landscape, the
gradient norm during training also indicates the stability of the network, as stable networks tend
to have smaller gradient variance (less fluctuation of the gradient norm across different batches of
data) (Johnson & Zhang, 2013} [Liu et al., 2021b)). Based on this idea, some works have introduced
methods to improve network learning efficiency based on gradient variance. For example, (Faghri
et al.| [2020) proposed a gradient clustering method that reduces gradient variance by using stratified
sampling.
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