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Abstract
The recent development of Large Language Models (LLMs) has been accompanied1

by an effervescence of novel ideas and methods to better optimize the loss of deep2

learning models. Claims from those methods are myriad: from faster convergence3

to removing reliance on certain hyperparameters. However, the diverse experi-4

mental protocols used to validate these claims make direct comparisons between5

methods challenging. This study presents a comprehensive evaluation of recent6

optimization techniques across standardized LLM pre-training scenarios, systemat-7

ically varying model size, batch size, and training duration. Through careful tuning8

of each method, we provide guidance to practitioners on which optimizer is best9

suited for each scenario. For researchers, our work highlights promising directions10

for future optimization research. Finally, by releasing our code and making all11

experiments fully reproducible, we hope our efforts can help the development and12

rigorous benchmarking of future methods.13

1 Introduction14

Over the past five years, Large Language Models (LLMs) [15, 59, 22, 48] have shown growth in15

performance and size, demonstrating proficiency in various downstream tasks [80, 7, 85]. The success16

of LLM pretraining hinges on three key pillars: high-quality data [65, 44], architectural innovations17

[31, 15], and scalable optimization techniques.18

Among these, the choice of optimizer has remained notably consistent in recent years, with Adam(W)19

[38, 50] dominating deep learning for nearly a decade. However, recent advances [33, 47, 84, 62,20

66, 17] challenge this status quo, offering alternatives that surpass AdamW in speed, communication21

efficiency [1] or final downstream performance on various benchmarks [12, 37], particularly for22

autoregressive language modeling [70]. Despite these innovations, current benchmarks and ablation23

studies [96, 34] remain narrow in scope, often examining only isolated aspects of optimizer design.24

This lack of systematic comparison makes it difficult to obtain trustworthy insights for practitioners,25

or identify the next promising research directions.26

In this work, our goal to revisit the problem of benchmarking optimizers for LLM pretraining.27

We do so through standardized experiments which vary important parameters such as batch size,28

model size, and the number of training iterations. This allows us to formulate an up-to-date list of29

best-performing methods for the community of researchers and practitioners. We demonstrate the30

efficiency of each considered method through careful tuning, and present insightful ablations along31

the way. Furthermore, we provide a set of best practices for LLM pretraining that are applicable32

regardless of the optimizer chosen.33

We summarize our contributions as follows:34
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(Contribution 1) We conduct the first large-scale, controlled benchmark of 11 different optimization35

methods across diverse LLM training scenarios. A fair comparison is ensured by precise accounting36

for compute costs, and extensive hyperparameter tuning. We identify optimal optimizer choices in37

several relevant training regimes, for both dense and MoE architectures.38

(Contribution 2) We perform comprehensive ablations of critical training hyperparameters—39

including warmup duration, initialization schemes, gradient clipping, final learning rates, and learning40

rate scheduler choices—providing actionable insights for optimizing LLM training in practice.41

(Contribution 3) We open-source our full benchmarking toolkit, including training scripts, evaluation42

pipelines, and hyperparameter configurations, to enable reproducible research and facilitate future43

optimizer development.44

Figure 1: A comparison of leading optimiz-
ers, for training a 720M parameter LLM.

For practitioners, our work provides an evidence-45

based answer to the burning question: “Is Adam still46

the most effective optimizer in the age of LLMs, or47

can we achieve better performance at scale with48

novel optimizers?”. For researchers, our work de-49

livers a unified benchmarking framework for LLM50

pretraining, along with extensive ablation studies51

which systematically evaluate both popular and over-52

looked optimizer designs—revealing previously un-53

explored tradeoffs between efficiency, stability, and54

final model performance. Overall, our findings not55

only challenge long-held assumptions about opti-56

mizer selection but also establish a foundation for57

future advances in large-scale model training. By58

bridging the gap between theoretical innovation and59

practical deployment, this work aims to accelerate60

progress in both research and industry applications61

of LLM training.62

2 Background & Related Work63

Optimizers. While computer vision models often show comparable performance between SGD [72]64

and AdamW [94], the landscape differs dramatically in LLM training. Recent work [95] demon-65

strates that adaptive methods like AdamW provide substantially better optimization characteristics66

for transformer-based language models. The question of why AdamW works so well has been a67

long-standing topic of research [2, 60, 93, 43, 41]. Modern methods often inherit AdamW’s core ideas68

in their structure, such as ADOPT [83] and AdEMAMix [62]. ADOPT has been motivated by solving69

long-standing convergence issues in AdamW. By normalizing the second-order moment prior to the70

momentum update, they eliminate the non-convergence issues of AdamW on smooth non-convex71

functions. Meanwhile AdEMAMix extends AdamW with an additional slower momentum buffer, i.e. a72

slower exponential moving average (EMA), which allows the use of much larger momentum values,73

accelerating convergence.74

One interpretation of AdamW’s effectiveness lies in its sign-based update [42]: without the exponential75

moving average (EMA), AdamW resembles signSGD [6]. Recent work [96, 36] has shown that76

Signum (signSGD with momentum), can perform comparably to AdamW. Earlier, the community also77

discussed Lion [9], a method with a similar sign-based structure. Signum and Lion offer memory78

benefits due to the use of only a single instead of Adam’s two buffers for optimizer states.79

Another family of methods stems from AdamW’s approximate second-order structure, where the80

diagonal of the Fisher information matrix or other preconditioning approaches [52, 24] are used as81

the second moment estimate. This idea has given rise to Sophia [46], SOAP [84], and, to some extent,82

Muon [33].83

The parameter-free concept [61] has led to the development of Schedule-Free AdamW84

(SF-AdamW) [17] and Prodigy [54]. These optimizers do not require a decreasing learning rate85

schedule, making them relevant for continual training. Last but not least, MARS [88], builds upon this86

line of research and incorporates a variance reduction mechanism in its update rule.87
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Benchmarks. To a large extent, the benchmarking setup determines the final conclusions. Some88

benchmarks are designed for short speedruns in terms of training or validation loss [32], while89

others focus on a downstream target metric after training [96, 12, 76]. Methods that perform well90

in short speedruns might not be optimal for longer training horizons as in real LLM training runs91

(see Figure 3). ”But what constitutes a sufficiently long horizon?” ”What should be the compute92

budget for LLM training?” These are questions explored by scaling laws [35]. Early benchmarks93

for optimizers and other ablation studies often rely on Chinchilla scaling laws [26] with a ratio of94

roughly 20 tokens per parameter (TPR) needed for pretraining. However, recent research [69, 74]95

argues that this is far from sufficient for production-ready models.96

Another important issue is the choice of loss function. Recent setups have been using an auxiliary97

z-loss [86, 11] in addition to cross-entropy, which requires further investigation. We believe this98

choice is influenced by the use of the OLMo [58] codebase, which we also address in our work.99

Additionally, we found that previous setups for comparing optimizers do not align with recent best100

practices regarding weight decay, learning rate decay, and overall hyperparameter tuning. All of these101

questions are revisited in our work.102

3 Experimental Setup103

Notations. We use the following notations. Let γ be the learning rate, λ the weight decay coefficient,104

and T the total number of iterations. Momentum-related parameters are represented by the symbol β.105

Models & Data. For most experiments, we use a Llama-like transformer [48] architecture, including106

SwiGLU activations [77], RMSNorm [91], and RoPE embeddings [81]. We experiment with four107

sizes of models: 124M, 210M, 583M, 720M. We train on a 100B tokens1 subset of FineWeb108

[64]. It consists of a cleaned and deduplicated corpus for LLM pretraining, which we tokenize using109

the GPT-2 tokenizer prior to splitting into train and validation sequences. MoE setup described in110

Appendix D.111

Iterations & Batch size. Throughout our experiments, we use a sequence length of 512 tokens. For112

clarity, we often report the batch size in tokens by writing Batch size×sequence length. For the 124M113

model, we use batch sizes of 32× 512 = 16k, 256× 512 = 131k, and 512× 512 = 262k tokens;114

for the 210M model, we use a batch size of 256× 512 = 131k; and for 583M model, we leverage115

the batch sizes of 1024× 512 = 524k and 3936× 512 = 2M tokens. Depending on the model size,116

we vary the number of iterations — also measured in tokens for compatibility with scaling laws and117

to accommodate different batch size settings. We train 124M and 210M models for equal durations118

of {1, 2.1, 4.2, 6.3, 8.4, 16.8}B tokens. This corresponds to T ∈ {64, 128, 256, 384, 512, 1024}k119

iterations for a batch size of 32, and T ∈ {8, 16, 32, 48, 64, 128}k iterations for a batch size of 256.120

For 583M models, we train on {13, 32}B tokens, corresponding to T ∈ {6.5, 16}k iterations, resp.121

T ∈ {25, 61.5}k iterations, for a batch size of 3936, resp. 1024. In the setup with 720M model,122

we have T ∈ {8, 16, 48}k iterations for a batch size of 1M tokens. Thus, for all model scales,123

we include both Chinchilla optimal lengths of training and beyond. More details are available in124

Appendix C.125

Loss. We train using the classical cross-entropy next token prediction loss. Some prior works126

introducing optimizers use a z-loss in addition to cross-entropy [30, 11, 86, 84, 96]. We found that127

this has little impact and, therefore, do not use z-loss. An ablation showing results with and without128

z-loss is in the appendix.129

Hyperparameter Tuning. Training LLMs is a computationally intensive task. As a guidance,130

practitioners often rely on insights gathered at lower scales, scaling laws, and other rules [87, 18].131

It is also commonplace to run experiments for only a shorter duration of training, as a way to test132

certain hyperparameters prior to extending the training horizon to more iterations. Because a full133

grid search over every hyperparameter, for each setting and optimizer, would be too costly, we134

resort to a similar approach. More precisely, for each model size, batch size, and optimizer, we tune135

optimization hyperparameters extensively for a number of training tokens which is near-Chinchilla136

optimal. We then keep those hyperparameters when we increase the number of iterations. While we137

found that the sensitivity to several hyperparameters can change as we increase the training horizon,138

we found this approach simple and yet effective. The hyperparameters being considered depend on the139

1https://huggingface.co/datasets/HuggingFaceFW/fineweb
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optimizer. We proceeded from small to large model scale, and used insights gathered at smaller scales140

to guide the hyperparameter search at larger scales. Our hyperparameter sweeps are summarized in141

Appendix D. We present the clarifications regarding the connection between the number of iterations142

and tokens for different batch size settings as well as the Chinchilla optimal length of training for143

our models in Tables 3 and 5. As learning rate schedulers, we compare cosine [49], linear and144

warmup-stable-decay (WSD) [27, 90, 28]. Unless specified, we use a cosine scheduler. Results with145

WSD and linear schedulers are discussed in Section 4. Recent works also emphasize the importance146

of sufficiently decaying the learning rate [4, 75, 28]. As such, we take care to decay to 0.01 × γ147

instead of the often used 0.1 × γ. To give an idea of how much effort was put into tuning each148

method, across all model sizes, batches and iterations, we trained a total of 2400 models, and have149

spent roughly 30000 GPU hours.150

Optimizers. Here is a list of the optimizers we considered in our work. For each algorithm, we151

write in parentheses the optimizer-specific hyperparameters we tuned: AdamW(β1, β2), SOAP(β1, β2)152

and preconditioning frequency, Lion(β1, β2), MARS(η, β1, β2) and Newton-Schulz hyperpa-153

rameters, ADOPT(β1, β2), Signum(β), Prodigy(β1, β2), SF-AdamW(β1, β2), Muon(γM, β, β1, β2),154

Sophia(ρ, β1, β2), AdEMAMix(β1, β2, β3, α). When an optimizer has several momentum variants155

e.g. Nesterov [57] or Polyak [67], we try both. In addition, we tune the learning rate γ extensively156

for all methods. We also try different gradient clipping, warmup steps, and weight-decay values. A157

summary of the hyperparameters tested and selected for each model size is in Appendix D. All the158

optimizers are described in depth in Appendix A.159

4 Results160

We structure our story starting with smaller models and batch sizes, and gradually scaling up to larger161

configurations. In some instances, we complement the core benchmarking results with additional162

ablations and possible best-practices.163

4.1 Benchmarking at Small Scale: Training Models of 124M Parameters164

Using “small” batches. We first report results when using batches of 32× 512 tokens in Figure 3.165

We tune hyperparameters by training for 2.1B tokens (128k iterations) and then keep those hyperpa-166

rameters for all other training durations. The best hyperparameters are reported in Appendix D.1.167

We observe how, for the smallest number of iterations we considered (1B tokens ≡ 64k), SOAP,168

ADOPT and AdEMAMix all outperform AdamW, with SOAP being the best. As we increase the number169

of iterations, AdEMAMix takes the lead while AdamW closes the gap with both ADOPT and SOAP. A170

sign-based methods such as Lion and Signum are expected to perform poorly when the batch size is171

small. Intuitively, this is due to the sign(·) operator being sensitive to gradient noise. As described172

in its original paper, MARS also performs poorly when the batch size is small. We found Prodigy,173

Muon and SF-AdamW to underperform in this setting compared to AdamW. On this scale, Prodigy174

suffers from the lack of bias correction of the learning rate, as well as being sensitive to (β1, β2) (see175

Figure 17.176

Using “large” batches. We now report results when using batches of 256 × 512 tokens — 8×177

larger than for our small batch setting. Results in Figure 2 show how Signum, Mars, Lion, Prodigy178

greatly benefit from the increased batch size. Remarkably, we observe that the Prodigy method179

scales similarly to AdamW. We emphasize the possible community interest in this algorithm as its180

EMA Prodigy adaptively emulates the learning rate behaviour. For a small number of iterations181

(e.g. T ∈ {8k, 16k} corresponding to 1B and 2B tokens), all methods outperform AdamW except for182

SF-AdamW and Sophia. As we increase the number of iterations ADOPT, SOAP, and AdEMAMix take183

the lead. In particular, AdEMAMix has a consistent lead over other methods. While we anticipated—in184

accordance with Vyas et al.[84]—that SOAP would greatly benefit from the larger batch size, its185

behavior remains relatively consistent compared to our previous small batch setting.186

Stability across training horizons. As mentioned in Section 3, we tune hyperparameters training187

on 2.1B tokens and keep those hyperparameters when extending the training horizon. In Figure 3188

we study whether it is possible to find better parameters for AdamW, SOAP, and AdEMAMix. When189

training on 16.8B tokens, we see it is beneficial to increase the β3 from 0.999 to 0.9999. Without this190

improvement, SOAP ends up matching the performances of AdEMAMix when extending the training191

horizon further to 33.6B tokens (≡ 256k iterations). In our experiments, β3 = 0.999 is only better192
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(a) Batch size 32× 512 tokens.
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Figure 2: Ranking of optimizers for 124M models with small and large batch sizes. In both
(a) and (b), we show the final validation loss for different training durations, corresponding to
different numbers of tokens. Above each token number, we write the number of training iterations
corresponding. In (a), we use a “small” batch size of 32× 512 tokens. In (b), we use a larger batch
size of 256× 512 tokens.

than β3 = 0.9999 when the number of training iterations is less than 32k. This matches observation193

from [62], which recommends reducing β3 when training for fewer iterations. We also test whether194

the learning rate γ changes as we increase the number of tokens/iterations. In Figure 5, we run a195

sweep over γ when training for 16.8B tokens. While for most methods, the best γ obtained in the196

previous sweep remains optimal, this is not the case for SOAP and SF-AdamW, which can benefit from197

a larger γ = 0.002.198

WSD vs. cosine & linear γ-schedulers. Learning rate schedulers received a lot of attention recently199

[79, 28]. We conducted a series of experiments comparing WSD [27, 90] and linear with cosine [49]200

learning rate schedulers. Surprisingly, the performance gap between these two schedulers observed201

in Figure 25 is often significant2 for benchmarking optimizers. Consequently, we decided to adopt202

the cosine scheduler for all further experiments.203

Decaying γ sufficiently. In Figure 8 we show the impact of decaying more or less the learning rate204

γ(t). From γ = 10−3 we train models using cosine decay down to γend ∈ {10−4, 10−5, . . . , 10−9}.205

We found that decaying the learning rate sufficiently matters. In particular, the often use rule206

consisting in decaying to 0.1 × γ is suboptimal. This agrees with the recent works [28, 75, 4].207

Building on this findings, we consistently use cosine decay down to 0.01× γ.208

Takeaway 1. After the experiment in the small-batch setting, we conclude that: (i) AdEMAMix
scales in the best manner with the number of iterations, SOAP underperforms AdamW when the
length of training increases. ADOPT and Prodigy show almost equal performance across all
training durations. Sign-based methods, predictably, underperform when the batch size is small,
but what is interesting, is that Sophia diverges at all, even if trains with sufficiently small learning
rate.

209

Increasing the batch size further. We also run an experiment with batches of 512× 512 = 262k210

tokens, training for 64k iterations. Results in Figure 3 show mostly consistent results. Noticeably211

MARS becomes the second best performing method behind AdEMAMix, followed closely by Prodigy,212

Lion, and SOAP. Interestingly, Signum performs comparably to AdamW.213

Takeaway 2. Taking into consideration large batch size setting, we found that many methods,
once properly tuned, can show a remarkable performance compared to AdamW and also outperform
it.

214

Weight decay ablation. As recent frameworks for LLM pretraining or ablation studies omit weight215

decay as a default non-zero hyperparameter, some setups even mislead by not incorporating weight216

decay in their experiments. In this work, we demonstrate the importance of weight decay and its217

2We emphasize that the difference between the two schedulers is generally less than 5% of the total compute
spent. However, this still represents a significant gap in our benchmarking setup, e.g., SF-AdamW may outperform
AdamW in some settings (see Figure 25).
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(a) Scaling batch size. (b) Scaling number of tokens.

Figure 3: Our results demonstrate that (a): scaling the batch size significantly improves MARS,
Signum, Lion and Prodigy making them as good as AdamW even for a long training for 16.8B tokens.
Which was not the case in Figure 2 (b), where we still observed a significant gap in performance; and
(b): indeed, with scaling of the number of iterations, the gap between SOAP and AdEMAMix narrow
and, finally, increases. But, on the other hand, with increase of the AdEMAMix β3 parameter, the
performance gap with SOAP reappears.

impact across different optimizers. Surprisingly, increasing weight decay while keeping the learning218

rate constant proves to be an effective technique for training on shorter horizons. This approach is219

so effective that methods like Signum and Lion with high weight decay significantly outperform220

AdamW without weight decay (see Figure 4). Implementation details also warrant attention. Coupled221

weight decay is still used in some settings, including the PyTorch [63] optimizer implementations.222

Notably, the popular implementation of Signum becomes ineffective when weight decay is applied.223

Highlighting this oversight for the community, we contribute by demonstrating our implementation224

of Signum (Algorithm 6) with decoupled weight decay. The influence of weight decay on model225

weights is intriguing. As is known, model weights typically grow during training, but weight decay,226

by modifying the optimized function, significantly reduces the growth of the model’s parameter norm.227

Such ablations of weight decay are also of interest to the community [13, 40].228

Regarding the ablation of weight decay for optimizers, we again select the best setup for each and229

conduct a sweep over weight decay values. Our results are presented in Figure 4 and in Figure 23.230

(a) (b) (c)

Figure 4: Larger weight decay achieves significantly better results when training on fewer
tokens. In (a) we observe that runs of AdamW, Signum, and Lion with the large weight decay of
0.5 consistently outperform the baseline AdamW with weight decay of 0.1 for all training durations
except for the last one. Notably, Signum and Lion with large weight decay perform even better than
AdamW with the same learning rate. In (b), we also consider a setting without weight decay. We
observe that this is suboptimal not only for AdamW, but also for the majority of other optimizers (see
Appendix E.2), while the typical weight decay of 0.1 remains the best for large training durations.
Importantly, in (c), we ablate the impact od weight decay on the model’s ℓ2 norm.

With our weight decay ablation, we are ready to provide one more insight.231

Takeaway 3. The use of weight decay, particularly a large decoupled weight decay term, can
significantly impact the final loss value and optimizer behavior. However, for extended training
horizons, a moderate, non-zero weight decay proves to be a robust option.

232

Learning rate sensitivity. Since we tune optimizers at a smaller scale and then extrapolate, we233

pose the question whether the best learning rate we have found so far transfers to the larger training234

duration. To verify this, we run 124M model on 16.8B tokens in 256 × 512 batch size setting,235
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sweeping the learning rate across five typical values: {1e−4, 3e−4, 5e−4, 1e−3, 2e−3}. The best236

learning rate for each method at the moment of hyperparameter tuning on near Chinchilla-optimal237

2.1B training duration we report in Appendix D.1. A summary of our results for larger number of238

tokens is provided in Figure 5 and detailed results of the sweep are presented in Appendix E.2.239
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Figure 5: Optimal learning rate stability across optimizers. The optimal learning rate determined
during tuning on 2.1B tokens remains consistent after a learning rate sweep on 16.8B tokens for
most optimizers. In (a), we observe that sign-based methods and similar to them Sophia diverge with
increasing learning rate. Interestingly, in (b), SF-AdamW and SOAP demonstrate the best performance
with a large learning rate of 0.002. In our work, we further show that it is possible to increase the
learning rate even more for such methods.

Warmup ablation. Another important ingredient of the pretraining is learning-rate warmup in240

the initial phase of training. Recent studies have explored the necessity of warmup in modern241

deep learning, with some investigating its elimination [39] and others ablating it to improve model242

performance and stability [92]. We focus on the latter, examining how warmup affects optimizer243

setup and whether it can significantly enhance performance. For each optimizer’s best configuration,244

we vary warmup across three values: {0.27, 1, 4.2}B tokens, which corresponds to {2, 8, 32}k245

iterations. Our choice of the largest warmup value is inspired by [92]. We describe this experiment in246

Appendix E.2. Mainly, we observe that Signum and SF-AdamW perform better with a larger warmup247

of 8k steps when training on 16.8B tokens. We also ablate the claim from [92] that a warmup of 25%248

of the Chinchilla optimal duration is the best. However, our findings contradict this assertion (see249

Figure 19). We show that a moderate values of the warmup, generally, is better, however, different250

optimizers could prefer different number of warmup steps. As such, SF-AdamW, Sophia, Signum251

prefer larger warmup, which is clearly depicted in Figure 6.252

Figure 6: Warmup ablation. We report the final validation loss on the FineWeb dataset for 124M
model trained on the batch size of 256. We sweep over the batch sizes of {1.56%, 6.25%, 25%} of
the length of training, which corresponds to {2000, 8000, 32000}k iterations, respectively.

Cosine vs WSD. At the outset of our study, we indicated a preference for the cosine scheduler253

over WSD. In this section, we provide a more detailed ablation of this choice. Having optimally254

tuned the cosine scheduler for each optimizer, we replicate the setup of [28], which allows us to255

avoid adjusting additional hyperparameters. Our findings, which demonstrate the superiority of the256

cosine scheduler across various optimization methods, are presented in Figure 7, and in the Appendix257

Figures 25 and 26. These results not only validate our initial preference but also provide insights258

into the interaction between learning rate schedules and different optimizers in large-scale language259

model training.260
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(a) (b) (c)

Figure 7: Comparisons between WSD and cosine scheduler. Notably, WSD and cosine scheduler
behave differently with respect to optimizer. In (a), the Muon optimizer shows a preference for WSD
across most training durations. Sophia exhibits an almost perfect match between both schedulers.
However, for AdamW, along with the majority of other optimizers studied (see Figure 26), we get
a better performance with cosine. We also report a detailed comparison with linear scheduler in
Appendix E.2.

4.2 Benchmarking at medium scale: Training Models of 210M Parameters261

In this section, we verify if our selected hyperparameters from smaller 124M allow accurate transfer262

to a slightly larger model. We point out that the most important hyperparameters to be sweeped are263

learning rate and gradient clipping. Regarding the learning rate, we observe that it only becomes a264

sensitive choice for sign-based methods, while the optimal hyperparameters for AdamW remain the265

same.266

Results with a batch size of 256×512. Results provided in the Appendix in Figure 21 are consistent267

with those obtained training 124M models with large batches.268

(a) (b) (c)

Figure 8: Decaying the learning rate down to 0.01× γmax and beyond, instead of only to 10%
We observe a common pattern for different schedulers that decreasing the learning rate to moderate
10−2 value is a better choice than decreasing it down to zero. Interestingly, the linear learning rate
scheduler for models at a given scale, requires 0.001× γmax.

Figure 9: Wall-clock time comparison. After conducting experiments for 124M and 210M models,
we are ready to present the wall-time comparison for each methods. For this purposes, we use a single
GPU, and run each optimizer for 100 iterations on a small batch size without gradient accumulation
and torch.compile. We report the wall-clock time per 100 iterations. We observe that all methods
take the roughly the same time or very close time to complete 100 iterations, with the exception of
Muon and SOAP. In addition, we point out that SOAP’s runtime exhibits a non-linear dependence on
the model size, due to its preconditioner matrices operations which are fast only for certain matrices
smaller than a predefined size.

4.3 Scaling Up: Benchmarking models of 583M and 720M Parameters269

We pick three methods: AdamW, SOAP, and AdEMAMix, and run experiments with a larger model270

of 583M parameters, and a large batch size of 2M tokens. The goal being to get closer to one of the271
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settings described in [84]. We train for 6500 and 16000 iterations, corresponding to 13B and 32B272

tokens respectively.273

Comparison between our setting and [84]. We found several key differences between our codebase274

and [84]: (i) we decay the learning rate to 0.01× γ instead of 0.1× γ, with γ being the maximum275

learning rate, (ii) we use typical weight decay values of e.g. 0.1 instead of smaller values such as 0.01276

or 0.0001, (iii) we do not use a z-loss in addition to ours. It has been shown recently that properly277

decaying the learning rate has an important effect on the optimization [4]. We run an ablation to278

compare both settings and conclude that removing the z-loss and increasing the weight decay to 0.1279

improves the results. Results further improve when the learning rate is decayed more. This ablation280

is shown in Figure 8.281

Figure 10: Results for the 583M model. On the left, we show our results when training for 6500
iterations. In this setting, AdamW gives best results, followed by AdEMAMix and then SOAP. This
is surprising as it conflicts with findings from [84]. Those results are partly reconciled with the figure
on the right. And we see that the difference in performance between models trained with and without
the z-loss regularizer is quite minor.

5 Extension to MoEs282

Setup & Comparison. Besides training dense Llama-like transformers, we also conver a com-283

parison for MoE architectures [78]. Our variant of MoE is based on the Switch-Transformer im-284

plementation [20]. We use a classical linear gating with softmax and top-k routing (k = 2) and 8285

experts. The activation functions remains the same as for the dense base model from Section 3. Such286

a configuration of the MoE model gives us approximately 520M parameters. We cover additional287

details in Appendix E.6. In this setting we train with a batch size of 256× 512 for T ∈ {42, 336}k288

iterations. Again we cover both a Chinchilla-optimal horizon and the beyond. We summarize the289

results in the following Table 1.290

Opt. 42k 336k
AdEMAMix 22.37 18.47
D-Muon 22.67 18.51
ADOPT 22.70 18.58
AdamW 22.85 18.69

Prodigy 22.82 18.78

Opt. 42k 336k
Lion 23.20 18.87

Signum 23.31 19.09
SF-AdamW 23.34 19.13
Sophia 23.41 19.22
MARS 22.73 19.33

Table 1: Final validation perplexity for MoE training (↓).

6 Discussion291

Our advices on tuning each method. Overall, we validate the already widely used hyperparameters292

of λ = 0.1 and Twarmup ≈ 2k. For Lion—as mentioned in [9]—we find that the best value for β1293

is consistently 0.99. The mechanism for Lion seems similar to AdEMAMix, one can imagine that294

Lion could be better with larger β1, which would require schedulers. We also pose an interesting295

observation toward Prodigy: while it may not be so efficient with a super small batch sizes, with296

scaling of the model size and the batch size it becomes almost as competitive as AdamW. Importantly,297

Muon and D-Muon performed poorly at a small scale with relatively small batch sizes (32, 256),298

however, as we see in Figure 1299

9



References300

[1] Kwangjun Ahn and Byron Xu. Dion: A communication-efficient optimizer for large models,301

2025.302

[2] Lukas Balles and Philipp Hennig. Dissecting adam: The sign, magnitude and variance of303

stochastic gradients, 2020.304

[3] C. Bekas, E. Kokiopoulou, and Y. Saad. An estimator for the diagonal of a matrix. Applied305

Numerical Mathematics, 57(11):1214–1229, 2007. Numerical Algorithms, Parallelism and306

Applications (2).307

[4] Shane Bergsma, Nolan Dey, Gurpreet Gosal, Gavia Gray, Daria Soboleva, and Joel Hestness.308

Straight to zero: Why linearly decaying the learning rate to zero works best for llms, 2025.309

[5] Jeremy Bernstein and Laker Newhouse. Old optimizer, new norm: An anthology, 2024.310

[6] Jeremy Bernstein, Yu-Xiang Wang, Kamyar Azizzadenesheli, and Anima Anandkumar. signsgd:311

Compressed optimisation for non-convex problems, 2018.312

[7] Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal,313

Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel314

Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel M.315

Ziegler, Jeffrey Wu, Clemens Winter, Christopher Hesse, Mark Chen, Eric Sigler, Mateusz316

Litwin, Scott Gray, Benjamin Chess, Jack Clark, Christopher Berner, Sam McCandlish, Alec317

Radford, Ilya Sutskever, and Dario Amodei. Language models are few-shot learners, 2020.318

[8] David Edwin Carlson, Edo Collins, Ya-Ping Hsieh, Lawrence Carin, and Volkan Cevher.319

Preconditioned spectral descent for deep learning. In Neural Information Processing Systems,320

2015.321

[9] Xiangning Chen, Chen Liang, Da Huang, Esteban Real, Kaiyuan Wang, Yao Liu, Hieu Pham,322

Xuanyi Dong, Thang Luong, Cho-Jui Hsieh, Yifeng Lu, and Quoc V. Le. Symbolic discovery323

of optimization algorithms, 2023.324

[10] Savelii Chezhegov, Yaroslav Klyukin, Andrei Semenov, Aleksandr Beznosikov, Alexander325
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• The answer NA means that the paper does not include experiments.607

• If the paper includes experiments, a No answer to this question will not be perceived608

well by the reviewers: Making the paper reproducible is important, regardless of609

whether the code and data are provided or not.610

• If the contribution is a dataset and/or model, the authors should describe the steps taken611

to make their results reproducible or verifiable.612

• Depending on the contribution, reproducibility can be accomplished in various ways.613

For example, if the contribution is a novel architecture, describing the architecture fully614

might suffice, or if the contribution is a specific model and empirical evaluation, it may615

be necessary to either make it possible for others to replicate the model with the same616

dataset, or provide access to the model. In general. releasing code and data is often617

one good way to accomplish this, but reproducibility can also be provided via detailed618

instructions for how to replicate the results, access to a hosted model (e.g., in the case619

of a large language model), releasing of a model checkpoint, or other means that are620

appropriate to the research performed.621

• While NeurIPS does not require releasing code, the conference does require all submis-622

sions to provide some reasonable avenue for reproducibility, which may depend on the623

nature of the contribution. For example624

(a) If the contribution is primarily a new algorithm, the paper should make it clear how625

to reproduce that algorithm.626

(b) If the contribution is primarily a new model architecture, the paper should describe627

the architecture clearly and fully.628

(c) If the contribution is a new model (e.g., a large language model), then there should629

either be a way to access this model for reproducing the results or a way to reproduce630

the model (e.g., with an open-source dataset or instructions for how to construct631

the dataset).632

(d) We recognize that reproducibility may be tricky in some cases, in which case633

authors are welcome to describe the particular way they provide for reproducibility.634

In the case of closed-source models, it may be that access to the model is limited in635

some way (e.g., to registered users), but it should be possible for other researchers636

to have some path to reproducing or verifying the results.637

5. Open access to data and code638

Question: Does the paper provide open access to the data and code, with sufficient instruc-639

tions to faithfully reproduce the main experimental results, as described in supplemental640

material?641
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Answer: [Yes]642

Justification: we provide our code and the datasets are mentioned clearly643

Guidelines:644

• The answer NA means that paper does not include experiments requiring code.645

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/646

public/guides/CodeSubmissionPolicy) for more details.647

• While we encourage the release of code and data, we understand that this might not be648

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not649

including code, unless this is central to the contribution (e.g., for a new open-source650

benchmark).651

• The instructions should contain the exact command and environment needed to run to652

reproduce the results. See the NeurIPS code and data submission guidelines (https:653

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.654

• The authors should provide instructions on data access and preparation, including how655

to access the raw data, preprocessed data, intermediate data, and generated data, etc.656

• The authors should provide scripts to reproduce all experimental results for the new657

proposed method and baselines. If only a subset of experiments are reproducible, they658

should state which ones are omitted from the script and why.659

• At submission time, to preserve anonymity, the authors should release anonymized660

versions (if applicable).661

• Providing as much information as possible in supplemental material (appended to the662

paper) is recommended, but including URLs to data and code is permitted.663

6. Experimental setting/details664

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-665

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the666

results?667

Answer: [Yes]668

Justification: we specify all of the important hyperparameters as well as hyperparameter669

tuning.670

Guidelines:671

• The answer NA means that the paper does not include experiments.672

• The experimental setting should be presented in the core of the paper to a level of detail673

that is necessary to appreciate the results and make sense of them.674

• The full details can be provided either with the code, in appendix, or as supplemental675

material.676

7. Experiment statistical significance677

Question: Does the paper report error bars suitably and correctly defined or other appropriate678

information about the statistical significance of the experiments?679

Answer: [No]680

Justification: in our large-scale experiments we could not affort so. and we are running all681

of the experiment with the same seed for generation data splits, etc.682

Guidelines:683

• The answer NA means that the paper does not include experiments.684

• The authors should answer "Yes" if the results are accompanied by error bars, confi-685

dence intervals, or statistical significance tests, at least for the experiments that support686

the main claims of the paper.687

• The factors of variability that the error bars are capturing should be clearly stated (for688

example, train/test split, initialization, random drawing of some parameter, or overall689

run with given experimental conditions).690

• The method for calculating the error bars should be explained (closed form formula,691

call to a library function, bootstrap, etc.)692

• The assumptions made should be given (e.g., Normally distributed errors).693
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• It should be clear whether the error bar is the standard deviation or the standard error694

of the mean.695

• It is OK to report 1-sigma error bars, but one should state it. The authors should696

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis697

of Normality of errors is not verified.698

• For asymmetric distributions, the authors should be careful not to show in tables or699

figures symmetric error bars that would yield results that are out of range (e.g. negative700

error rates).701

• If error bars are reported in tables or plots, The authors should explain in the text how702

they were calculated and reference the corresponding figures or tables in the text.703

8. Experiments compute resources704

Question: For each experiment, does the paper provide sufficient information on the com-705

puter resources (type of compute workers, memory, time of execution) needed to reproduce706

the experiments?707

Answer: [Yes]708

Justification: we provide this in Appendix709

Guidelines:710

• The answer NA means that the paper does not include experiments.711

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,712

or cloud provider, including relevant memory and storage.713

• The paper should provide the amount of compute required for each of the individual714

experimental runs as well as estimate the total compute.715

• The paper should disclose whether the full research project required more compute716

than the experiments reported in the paper (e.g., preliminary or failed experiments that717

didn’t make it into the paper).718

9. Code of ethics719

Question: Does the research conducted in the paper conform, in every respect, with the720

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?721

Answer: [Yes]722

Justification: this paper is consistent with NeurIPS Code of Ethics.723

Guidelines:724

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.725

• If the authors answer No, they should explain the special circumstances that require a726

deviation from the Code of Ethics.727

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-728

eration due to laws or regulations in their jurisdiction).729

10. Broader impacts730

Question: Does the paper discuss both potential positive societal impacts and negative731

societal impacts of the work performed?732

Answer: [NA]733

Justification: there is no societal impact of the work performed.734

Guidelines:735

• The answer NA means that there is no societal impact of the work performed.736

• If the authors answer NA or No, they should explain why their work has no societal737

impact or why the paper does not address societal impact.738

• Examples of negative societal impacts include potential malicious or unintended uses739

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations740

(e.g., deployment of technologies that could make decisions that unfairly impact specific741

groups), privacy considerations, and security considerations.742
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• The conference expects that many papers will be foundational research and not tied743

to particular applications, let alone deployments. However, if there is a direct path to744

any negative applications, the authors should point it out. For example, it is legitimate745

to point out that an improvement in the quality of generative models could be used to746

generate deepfakes for disinformation. On the other hand, it is not needed to point out747

that a generic algorithm for optimizing neural networks could enable people to train748

models that generate Deepfakes faster.749

• The authors should consider possible harms that could arise when the technology is750

being used as intended and functioning correctly, harms that could arise when the751

technology is being used as intended but gives incorrect results, and harms following752

from (intentional or unintentional) misuse of the technology.753

• If there are negative societal impacts, the authors could also discuss possible mitigation754

strategies (e.g., gated release of models, providing defenses in addition to attacks,755

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from756

feedback over time, improving the efficiency and accessibility of ML).757

11. Safeguards758

Question: Does the paper describe safeguards that have been put in place for responsible759

release of data or models that have a high risk for misuse (e.g., pretrained language models,760

image generators, or scraped datasets)?761

Answer: [NA]762

Justification: the paper poses no such risks.763

Guidelines:764

• The answer NA means that the paper poses no such risks.765

• Released models that have a high risk for misuse or dual-use should be released with766

necessary safeguards to allow for controlled use of the model, for example by requiring767

that users adhere to usage guidelines or restrictions to access the model or implementing768

safety filters.769

• Datasets that have been scraped from the Internet could pose safety risks. The authors770

should describe how they avoided releasing unsafe images.771

• We recognize that providing effective safeguards is challenging, and many papers do772

not require this, but we encourage authors to take this into account and make a best773

faith effort.774

12. Licenses for existing assets775

Question: Are the creators or original owners of assets (e.g., code, data, models), used in776

the paper, properly credited and are the license and terms of use explicitly mentioned and777

properly respected?778

Answer: [Yes]779

Justification: we cite them and respect, see Sections 1 and 2780

Guidelines:781

• The answer NA means that the paper does not use existing assets.782

• The authors should cite the original paper that produced the code package or dataset.783

• The authors should state which version of the asset is used and, if possible, include a784

URL.785

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.786

• For scraped data from a particular source (e.g., website), the copyright and terms of787

service of that source should be provided.788

• If assets are released, the license, copyright information, and terms of use in the789

package should be provided. For popular datasets, paperswithcode.com/datasets790

has curated licenses for some datasets. Their licensing guide can help determine the791

license of a dataset.792

• For existing datasets that are re-packaged, both the original license and the license of793

the derived asset (if it has changed) should be provided.794
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• If this information is not available online, the authors are encouraged to reach out to795

the asset’s creators.796

13. New assets797

Question: Are new assets introduced in the paper well documented and is the documentation798

provided alongside the assets?799

Answer: [NA]800

Justification: the paper does not propose new assets.801

Guidelines:802

• The answer NA means that the paper does not release new assets.803

• Researchers should communicate the details of the dataset/code/model as part of their804

submissions via structured templates. This includes details about training, license,805

limitations, etc.806

• The paper should discuss whether and how consent was obtained from people whose807

asset is used.808

• At submission time, remember to anonymize your assets (if applicable). You can either809

create an anonymized URL or include an anonymized zip file.810

14. Crowdsourcing and research with human subjects811

Question: For crowdsourcing experiments and research with human subjects, does the paper812

include the full text of instructions given to participants and screenshots, if applicable, as813

well as details about compensation (if any)?814

Answer: [NA]815

Justification: our work does not include research with human subjects.816

Guidelines:817

• The answer NA means that the paper does not involve crowdsourcing nor research with818

human subjects.819

• Including this information in the supplemental material is fine, but if the main contribu-820

tion of the paper involves human subjects, then as much detail as possible should be821

included in the main paper.822

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,823

or other labor should be paid at least the minimum wage in the country of the data824

collector.825

15. Institutional review board (IRB) approvals or equivalent for research with human826

subjects827

Question: Does the paper describe potential risks incurred by study participants, whether828

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)829

approvals (or an equivalent approval/review based on the requirements of your country or830

institution) were obtained?831

Answer: [NA]832

Justification: our work does not include research with human subjects.833

Guidelines:834

• The answer NA means that the paper does not involve crowdsourcing nor research with835

human subjects.836

• Depending on the country in which research is conducted, IRB approval (or equivalent)837

may be required for any human subjects research. If you obtained IRB approval, you838

should clearly state this in the paper.839

• We recognize that the procedures for this may vary significantly between institutions840

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the841

guidelines for their institution.842

• For initial submissions, do not include any information that would break anonymity (if843

applicable), such as the institution conducting the review.844

16. Declaration of LLM usage845
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Question: Does the paper describe the usage of LLMs if it is an important, original, or846

non-standard component of the core methods in this research? Note that if the LLM is used847

only for writing, editing, or formatting purposes and does not impact the core methodology,848

scientific rigorousness, or originality of the research, declaration is not required.849

Answer: [NA]850

Justification: the core development of our work does not involve LLMs.851

Guidelines:852

• The answer NA means that the core method development in this research does not853

involve LLMs as any important, original, or non-standard components.854

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)855

for what should or should not be described.856
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A Optimizers we study886

In this section, we describe all considered algorithms, presenting them in a unified formalism. We887

start with notation and then discuss the algorithms according to their logical grouping:888
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1. Adam-like methods: AdamW (Algorithm 1), ADOPT (Algorithm 2) and AdEMAMix (Algorithm 3).889

2. Sign-based methods: Lion (Algorithm 4), Signum (Algorithms 5 and 6).890

3. Approximate second-order optimizers: Muon (Algorithm 8), SOAP (Algorithm 10) and Sophia891

(Algorithm 11).892

4. Learning rate / scheduler-free learning algorithms: Schedule-Free AdamW (Algorithm 12),893

Prodigy (Algorithm 13).894

5. MARS algorithms: (Algorithms 14 to 16).895

Notation. In our work, we denote all vectors and matrices using bold symbols, while non-bold896

symbols represent scalars. Let L : D → R be an empirical loss function parameterized by x, and897

mapping batch of inputs ξ ⊂ D to R. As g = ∇xL (x, ξ) we denote a stochastic gradient of the898

loss w.r.t. parameters x. For simplicity, we omit x in ∇ and write ∇L (x, ξ). We use the following899

standardized notation for specific symbols in our work: batch size — |ξ|, learning rate — γ, weight900

decay — λ, momentum — β, iteration counter t with the total number of iterations — T .901

And basic notation for symbols in the algorithms: m,v – are first and second moment estimates,902

respectively, with their bias corrected versions m̂, v̂, and beta parameters — β1, β2. We denote the903

dot product of two vectors z, y as ⟨z,y⟩, while z ⊙ y stands for their element-wise product. All904

division and addition operations in the described algorithms are element-wise.905

A.1 AdamW, ADOPT, AdEMAMix906

AdamW. Our baseline — Adam(W), has become a de facto optimizer for deep learning, demonstrating907

impressive performance across diverse domains: from tabular data to diffusion and language models.908

The method originated from the ideas of Adagrad [19] and RMSProp [23], which utilize a second909

moment estimate v in their update rule. However, Adam(W) enhanced this prior scheme by incorpo-910

rating momentum [55, 82], establishing itself as a state-of-the-art method for a wide range of tasks.911

All other algorithms we consider also employ a similar, if not identical, momentum scheme.912

Another key aspect of AdamW is its decoupled weight decay λ [50], unlike Adam. We use the913

decoupled weight decay scheme for all methods to ensure consistency and emphasize its importance914

for optimizer comparison, hyperparameter tuning, and final performance. This is clearly observable,915

e.g., for Signum (Algorithm 5).916

Algorithm 1 AdamW

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1, β2, ε.
2: Initialize: m0 ← 0, v0 ← 0
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)
5: mt ← β1mt−1 + (1− β1)gt
6: vt ← β2vt−1 + (1− β2)gt ⊙ gt
7: m̂t ←mt/(1− βt

1), v̂t ← vt/(1− βt
2)

8: xt+1 ← xt − γt

(
m̂t√
v̂t+ε

+ λxt

)
9: end for

10: Return: xT

ADOPT. Recently, [83] proposed a modification of Adam, by removing the current gradient gt917

from the second moment estimate vt and changing the order of the momentum update mt and the918

normalization by the second moment estimate. As shown in line 8 of Algorithm 2, the parameter919

update depends only on the previous value of the second moment estimate vt−1. The authors analyze920

the convergence of ADOPT with the following update rule:921

mt ← β1mt−1 + (1− β1)
gt

max{√vt−1, ε}
,

xt+1 ← xt − γtmt.
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However, the practical implementation differs in a few details. To tackle instabilities caused by922

near-zero gradients during the early stages of training, the authors propose using a clipping on923

gt/max{√vt−1, ε}, which we formalize as the clamp operation. Given a vector g and a positive924

scalar c, it is defined as:925

clamp (g, c)
(i)

= min
{
max

{
g(i),−c

}
, c
}
. (1)

Thus, the element-wise clamp operation preserves gt from the division by near-zero values.926

The authors theoretically claim that ADOPT achieves the optimal convergence bound for non-convex927

objectives, regardless of the choice of the β2 parameter. We empirically investigate this claim and928

observe that, contrary to the theoretical results, there is a significant performance gap for different929

choices of β2 in practice.930

Algorithm 2 ADOPT

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1, β2, ε.
2: Initialize: m0 ← 0, v0 ← ∇L(x0, ξ0)⊙∇L(x0, ξ0)
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)
5: ct ← t1/4 ▷ Update clipping value schedule
6: mt ← β1mt−1 + (1− β1)clamp

(
gt

max{√vt−1,ε} , ct

)
7: vt ← β2vt−1 + (1− β2)gt ⊙ gt
8: xt+1 ← xt − γt (mt + λxt) ▷ Update without vt

9: end for
10: Return: xT

AdEMAMix. Another Adam-like optimizer we study is AdEMAMix [62]. This work argues that using931

a single EMA to accumulate past gradients in the first moment estimate m can be sub-optimal, as it932

cannot simultaneously prioritize both immediate past and older gradients. In Algorithm 3, the authors933

incorporate two EMAs: one — Adam-like EMA for m (fast), and another — a slow EMA mslow934

(see line 7) with an additional β3 parameter. In its update rule, the algorithms balances fast and935

slow EMAs with the constant factor α (see line 10 of Algorithm 3). This algorithmic design helps936

AdEMAMix benefit from older gradients and results in smoother loss curves during training.937

However, to mitigate the effect of early instabilities, the authors use two additional schedulers for α938

and β3 – alpha_scheduler and beta_scheduler, formalized in our work as follows:939

alpha_scheduler(t, α, Tα) = min

{
tα

Tα
, α

}
,

beta_scheduler(t, β3, βstart, Tβ3
) = min

exp

 log(βstart) log(β3)(
1− t

Tβ3

)
log(β3) +

t
Tβ3

log(βstart)

 , β3

 .

In all experiments, we set βstart = β1, and the warmup parameters equal to the length of training:940

Tα = Tβ3
= T .941

One thing that should be commented — α and β schedulers are seemingly contradict the idea of942

WSD scheduler. However, setting Tα, Tβ3 to be longer than the first checkpoint of the WSD does943

not significantly impact the final performance. Thus, AdEMAMix can still be combined with recent944

findings regarding the WSD scheduler.945

A.2 Sign-based methods: Lion and Signum946

Another branch of methods includes sign-based Lion and Signum. To some extend, one can947

classify Adam as a sign-based method also, but we mention only Lion and Signum as they explicitly948

incorporate the sign operation in the update rule.949

These methods, particularly Signum, have been unfairly overlooked in the context of LLM pretraining.950

However, our results demonstrate that, with sufficiently large batch sizes and at moderate model951

scales, these optimizers perform on par with Adam, and in some cases, even outperform it.952
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Algorithm 3 AdEMAMix

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1, β2,
β3, βstart, α, beta_scheduler, alpha_scheduler, warmup parameters Tβ3 and Tα, ε.

2: Initialize: m0 ← 0, mslow
0 ← 0, v0 ← 0

3: for t ∈ [T ] do
4: β3(t)← beta_scheduler(t, β3, βstart, Tβ3

), α(t)← alpha_scheduler(t, α, Tα) ▷
Update β3 and α schedulers

5: gt ← ∇L(xt, ξt)
6: mt ← β1mt−1 + (1− β1)gt

7: mslow
t ← β3(t)m

slow
t−1 + (1− β3(t))gt ▷ Update slow EMA

8: vt ← β2vt−1 + (1− β2)gt ⊙ gt
9: m̂t ←mt/(1− βt

1), v̂t ← vt/(1− βt
2)

10: xt+1 ← xt − γt

(
m̂t+α(t)mslow

t√
v̂t+ε

+ λxt

)
11: end for
12: Return: xT

Lion. And the first method of this kind is Lion [9]. This optimizer is symbolically discovered in953

the program space of first-order optimization primitives. Lion updates its EMA of m after updating954

the parameters and has additional term (1− β1)g whis adds to the momentum. This interpolation955

β1mt−1 + (1 − β1)gt (see line 6 of Algorithm 4) makes the symbolic-discovered idea behind956

Lion similar to the idea of the AdEMAMix optimizer.957

Algorithm 4 Lion

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1, β2.
2: Initialize: m0 ← 0
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)
5: mt ← β2mt−1 + (1− β2)gt ▷ Update EMA of gt
6: xt+1 ← xt − γt (sign (β1mt−1 + (1− β1)gt) + λxt)
7: end for
8: Return: xT

Signum. Another sign-based method, which is the adoptation of signSGD — Signum [6], or958

signSGD with momentum. This method differs from Lion in the interpolation term between EMA959

of momentum and current gradient, as well as in the Signum’s update rule a current EMA is used.960

Importantly, while Signum is not as widespread for LLM pretraining and stands mostly as a theoretical961

artifact, recent practitioner’s studies also start to use Signum for scalable training [96]. Mostly, due962

to the memory-efficiency of Signum compared to AdamW.963

In this regard, we want to make an important point — many recent PyTorch [63] implementations of964

the Signum optimizer, unlikely, are not suitable for this method, impairing the potential performance965

from using it.966

The main problem of many open-source implementations is a use of decoupled weight decay in967

the PyTorch implementation of SGDM (SGD with momentum) [82]. Indeed, with a decoupled weight968

decay, the update of Algorithm 5 transforms into:969

xt+1 ← xt − γtsign (βmt−1 + (1− β)gt − λ(1− β)gt) ,

which affects the sign of the update, leading to potentially wrong optimization direction if the weight970

decay is sufficiently large.971

Another popular failure while using Signum is incorrectly tractable PyTorch implementation of972

SGDM. It does not include such EMA as line 5 in Algorithm 5, on the other hand, in PyTorch, the973

momentum update depends on the dampening parameter τ :974

mt ← βmt−1 + (1− τ)gt,
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which is zero by default. Therefore, the typical update rule, reflecting the actual Signum behavior in975

practice corresponds to the following update:976

xt+1 ← xt − γt (sign (βmt−1 + (1− τ)gt) + λxt) ,

where the weight decay is decoupled and, consequently, does not affect the sign.977

gt ← gt + βmt,

improves Signum. Since enabling Nesterov momentum requires zero dampening τ , we revisited the978

descrition of Algorithm 5, and propose more practical, PyTorch-compatible version of Signum in979

Algorithm 6.980

Algorithm 5 Signum (basic)

1: Input: Initial parameters x0, number of
iterations T , learning rate γt, weight decay
λ, momentum β.

2: Initialize: m0 ← 0
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)
5: mt ← βmt−1 + (1− β)gt
6: xt+1 ← xt − γt (sign (mt) + λxt)
7: end for
8: Return: xT

Algorithm 6 Signum (our PyTorch variant)

1: Input: Initial parameters x0, number of
iterations T , learning rate γt, weight decay
λ, momentum β.

2: Initialize: m0 ← 0
3: for t ∈ [T ] do
4: gt ← L(xt, ξt)
5: mt ← βmt−1 + gt
6: xt+1 ← xt −

γt (sign (βmt + gt) + λxt)
7: end for
8: Return: xT

Moreover, to prevent other researchers and practitioners from the possible wrong use of Signum and981

for the reproducibility purposes, we provide our Python code.982

Listing 1: Signum code skeleton using PyTorch
from t y p i n g import D i c t983

984

import t o r c h985

986

987

c l a s s Signum ( t o r c h . opt im . O p t i m i z e r ) :988

def _ _ i n i t _ _ (989

s e l f ,990

params ,991

l r =1e −3 ,992

momentum=0 ,993

dampening =0 ,994

w e i g h t _ d e c a y =0 ,995

n e s t e r o v = F a l s e ,996

s i g n _ u p d a t e =True ,997

) :998

i f l r < 0 . 0 :999

r a i s e V a l u e E r r o r ( f " I n v a l i d l e a r n i n g r a t e : { l r } " )1000

i f momentum < 0 . 0 :1001

r a i s e V a l u e E r r o r ( f " I n v a l i d momentum v a l u e : {momentum} "1002

)1003

i f w e i g h t _ d e c a y < 0 . 0 :1004

r a i s e V a l u e E r r o r ( f " I n v a l i d w e i g h t _ d e c a y v a l u e : {1005

w e i g h t _ d e c a y } " )1006

1007

d e f a u l t s = d i c t (1008

l r = l r ,1009
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momentum=momentum ,1010

dampening=dampening ,1011

w e i g h t _ d e c a y = weigh t_decay ,1012

n e s t e r o v = n e s t e r o v ,1013

s i g n _ u p d a t e = s i g n _ u p d a t e ,1014

)1015

i f n e s t e r o v and ( momentum <= 0 or dampening != 0) :1016

r a i s e V a l u e E r r o r ( " N e s t e r o v momentum r e q u i r e s a1017

momentum and z e r o dampening " )1018

super ( ) . _ _ i n i t _ _ ( params , d e f a u l t s )1019

1020

def _ _ s e t s t a t e _ _ ( s e l f , s t a t e ) :1021

super ( ) . _ _ s e t s t a t e _ _ ( s t a t e )1022

f o r group in s e l f . pa ram_groups :1023

group . s e t d e f a u l t ( " n e s t e r o v " , F a l s e )1024

1025

@torch . no_grad ( )1026

def _ i n i t _ s t a t e ( s e l f , example , s t a t e =None ) :1027

a s s e r t i s i n s t a n c e ( example , t o r c h . Tensor )1028

a s s e r t i s i n s t a n c e ( s t a t e , D i c t ) or s t a t e i s None1029

i f s t a t e i s None :1030

s t a t e = {}1031

s t a t e [ " s t e p " ] = 01032

s t a t e [ " momentum_buffer " ] = t o r c h . c l o n e ( example ) . d e t a c h ( )1033

re turn s t a t e1034

1035

@torch . no_grad ( )1036

def _compute_upda te (1037

s e l f , grad , s t a t e , l r , momentum , n e s t e r o v , dampening ,1038

s i g n _ u p d a t e , ** kwargs1039

) :1040

i f momentum != 0 : # Signum check1041

buf = s t a t e [ " momentum_buffer " ]1042

buf . mul_ ( momentum ) . add_ ( grad , a l p h a =1 − dampening )1043

1044

i f n e s t e r o v :1045

g rad = grad . add ( buf , a l p h a =momentum )1046

e l s e :1047

g rad = buf1048

1049

i f s i g n _ u p d a t e :1050

g rad = grad . s i g n ( )1051

1052

re turn g rad * ( − l r )1053

1054

@torch . no_grad ( )1055

def s t e p ( s e l f , c l o s u r e =None ) :1056

" " " Per forms a s i n g l e o p t i m i z a t i o n s t e p .1057

1058

Args :1059

c l o s u r e ( C a l l a b l e , o p t i o n a l ) : A c l o s u r e t h a t1060

r e e v a l u a t e s t h e model1061

and r e t u r n s t h e l o s s .1062

" " "1063

l o s s = None1064

i f c l o s u r e i s not None :1065

wi th t o r c h . e n a b l e _ g r a d ( ) :1066

l o s s = c l o s u r e ( )1067

1068
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f o r group in s e l f . pa ram_groups :1069

f o r p in group [ " params " ] :1070

i f p . g r ad i s None :1071

c o n t in u e1072

1073

g rad = p . g rad1074

s t a t e = s e l f . s t a t e [ p ]1075

1076

i f group [ " w e i g h t _ d e c a y " ] != 0 :1077

p . mul_ (1 − group [ " l r " ] * group [ " w e i g h t _ d e c a y "1078

] )1079

1080

i f l e n ( s t a t e ) == 0 :1081

s e l f . _ i n i t _ s t a t e ( example=p , s t a t e = s t a t e )1082

i f not group [ "momentum" ] :1083

s t a t e . pop ( " momentum_buffer " , None )1084

1085

s t a t e [ " s t e p " ] += 11086

1087

u p d a t e = s e l f . _compute_upda te (1088

grad ,1089

s t a t e ,1090

group [ " l r " ] ,1091

group [ "momentum" ] ,1092

group [ " n e s t e r o v " ] ,1093

group [ " dampening " ] ,1094

group [ " s i g n _ u p d a t e " ] ,1095

)1096

1097

p . add_ ( u p d a t e )1098

1099

re turn l o s s1100

A.3 Muon, SOAP, Sophia1101

Next page of the methods covers algorithms that rather aim to use more information about the1102

problem’s curvature (SOAP [84], Sophia [46]) or perform fast updates of matrix parameters involving1103

higher order computations (Muon [33]).1104

Contrary to the chronological order, we discuss them starting from the recent one — Muon and end1105

up with Sophia.1106

Muon. Specifically designed for the speedrun comparisons, this method surpasses AdamW baseline1107

on nanoGPT pretraining benchmark [32]. Claims from the Muon extend to faster learning, lower1108

memory usage and better sample-efficiency with a small wall-clock time overhead. However, there1109

are not much to say about the final performance given a particular budget of tokens to train on.1110

The reason why the Muon is a good option for speedrun pretraining lies in its structure — Muon treats1111

different layers in different way. One dimensional (1D) parameters, large embedding layers, scalar1112

parameters (such as Layer Norm parameters) and the output layer of LLM (lm_head) are optimized1113

by AdamW. And all parameters with two or more dimensions, e.g., Multi-Head Attention layers are1114

optimized by Algorithm 7, which we call MuonNon1D.1115

Inspired by Shampoo’s preconditioners [24], the authors of MuonNon1D incorporated an orthogonal-1116

ization step to compute the SVD transformation of gradient matrix. Before the orthogonalization step,1117

MuonNon1D represents SGD with Nesterov momentum. To ensure fast orthogonalization procedure,1118

the authors, insiped by [5], use Newton-Schulz procedure [25]. As the number of Newton-Schulz1119

iterations increases, the closer resulting matrix becomes to UV ⊤ from SVD transformation. The1120

authors also mention that Muon can be thought of as a second way of smoothing spectral steepest1121

descent [8], with a different set of memory and runtime trade-offs compared to Shampoo.1122
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Algorithm 7 MuonNon1D (for non-1D parameters)

1: Input: Initial non-1D parameters x0, number of iterations T , learning rate γt, momentum β,
number of Newton-Schulz iterations TNS, a, b, c coefficients.

2: Initialize: m0 ← 0
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)
5: mt ← βmt−1 + gt
6: gt ← βmt + gt ▷ Practical implementation of Nesterov momentum
7: Set: w0 ← gt/∥gt∥F
8: for n ∈ [TNS] do
9: wn+1 ← awn + bwnw

⊤
n + c

(
wnw

⊤
n

)2
wn ▷ Newton-Schulz iteration

10: end for
11: xt+1 ← xt − γtwTNS

12: end for
13: Return: xT

Algorithm 8 Muon (general scheme)

1: Input: Initial parameters x0, number of iterations T . Muon’s parameters: learning rate γMt ,
momentum β, number of Newton-Schulz iterations TNS, a, b, c coefficients. AdamW’s parameters:
learning rate γAt , weight decay λ, β1, β2, ε.

2: for t ∈ [T ] do xt ∈ {embeds, scalar_params, lm_head}
3: xA

t ← xt

4: xA
t+1 ← AdamW (xA

t , γ
A
t , λ, β1, β2, ε, T = 1) ▷ One iteration of AdamW

5: xM
t ← xt

6: xM
t+1 ← MuonNon1D (xM

t , γ
M
t , TNS, β, a, b, c, T = 1) ▷ One iteration of MuonNon1D

7: end for
8: Return: xA

T ,x
M
T

Importantly, we noticed that the original algorithmic description of Muon optimizer, provided in the1123

official repository3, differs from the actual one, presented in Algorithm 7. In the original code, as1124

well as in our benchmarking, weight decay do not applies to the matrix parameters in the optimizer1125

state of MuonNon1D, which means that the only weight decay used during training is AdamW’s weight1126

decay. From this perspective, we observe that the gap between the final loss values for runs with 0.11127

and 0 weight decay values almost disappears, while the run with 0.5 weight decay becomes the worst,1128

which is not the case for other optimizers. We describe this in our weight decay ablations.1129

SOAP. [84] proposed new, improved modification of Shampoo [24]. SOAP reduces the computational1130

overhead optimizing only two dimensional layers (2D) via Algorithm 9, while running AdamW for 1D1131

layers. At initialization, preconditioners are computed via eigenvector decomposition of the initial1132

gradient matrices eigenbasis
(
∇L(x0, ξ0)∇L(x0, ξ0)

⊤): ∇L(x0, ξ0)∇L(x0, ξ0)
⊤ = qΛq−1,1133

where Λ stands for the diagonal matrix whose diagonal elements are the corresponding eigenvalues.1134

For the rest of the iterations, SOAPNon1D performs the QR decomposition (see lines 15, 16 of1135

Algorithm 9) for all 2D layers, which is the main computational part of the method.1136

A key idea behind the SOAP optimizer is:1137

1. Given the slowly changing coordinate basis provided by eigenvectors l and r, SOAP updates its1138

second moment estimates in this basis, i.e., it runs AdamW in another, rotated space.1139

2. To update the eigenvectors of l and r, SOAP runs QR decomposition with preconditioning frequency1140

ϕ.1141

In Algorithm 9, if one would set both ql and qr to identity, then we would recover AdamW.1142

The overall SOAP algorithm can be formalized as follows:1143

3https://github.com/KellerJordan/modded-nanogpt
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Algorithm 9 SOAPNon1D (for non-1D parameters)

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1, β2,
preconditioning frequency ϕ, ε.

2: Initialize: m0 ← 0, v0 ← 0
3: Initialize preconditioners: ql, qr ← eigenbasis

(
∇L(x0, ξ0)∇L(x0, ξ0)

⊤)
4: for t ∈ [T ] do
5: gt ← ∇L(xt, ξt)
6: g′

t ← q⊤
l gtqr ▷ Rotate gt

7: m← β1mt−1 + (1− β1)gt

8: m′
t ← q⊤

l mtqr ▷ Compute Adam’s statistics in rotational space
9: vt ← β2vt−1 + (1− β2)g

′
t ⊙ g′

t

10: γt ← γt

√
1−βt

2

1−βt
1

▷ Optional: use bias correction

11: xt+1 ← xt − γt

(
ql

m′
t√

vt+εq
⊤
r + λxt

)
▷ Perform update in original space

12: lt ← β2lt−1 + (1− β2)gtg
⊤
t ▷ Update preconditioners

13: rt ← β2rt−1 + (1− β2)g
⊤
t gt t ≡ 1 (mod ϕ)

14: ql ← QR (ltql)
15: qr ← QR (rtqr)
16: end for
17: Return: xT

Algorithm 10 SOAP (general scheme)

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1, β2,
preconditioning frequency ϕ, ε.

2: for t ∈ [T ] do xt ∈ {embeds, scalar_params, lm_head}
3: xA

t ← xt

4: xA
t+1 ← AdamW (xA

t , γt, λ, β1, β2, ε, T = 1) ▷ One iteration of AdamW
5: xS

t ← xt

6: xS
t+1 ← SOAPNon1D (xS

t , γt, λ, β1, β2, ε, T = 1) ▷ One iteration of SOAPNon1D
7: end for
8: Return: xA

T ,x
S
T

Sophia. Despite being named as second-order optimizer, Sophia [46] performs an update, quite1144

similar to Adam’s. It also leverages the diagonal preconditioner h, but not the curvature information1145

of the optimization problem, which depends on the non-diagonal terms of the Hessian. One should1146

notice that Sophia were introduced with two types of preconditioners — Hutchinson [3] and Gauss-1147

Newton-Bartlett [51]. Since the latter one shows more promising performance, we consider only this1148

type of preconditioner for Sophia.1149

Every ϕ iterations, Sophia updates its second moment estimate by computing the gradient ĝ of the1150

empirical loss L given softmax of the logits instead of the true logits. Multiplying by the batch size,1151

we obtain ĥ, after that, Sophia updates the EMA of ĥ.1152

Importantly, we found out, that algorithmic description of Sophia in the original paper differs in1153

minor details from the code implementation4. Indeed, the update rule in their work formulates as1154

follows:1155

xt+1 ← xt − γtclamp

(
mt

max{ρht, ε}
, 1

)
,

where clamp is defined as in Equation (1). On the other hand, the code from the official repository1156

suggests:1157

Listing 2: Sophia update skeleton using PyTorch
# u pd a t e s t e p1158

4https://github.com/Liuhong99/Sophia
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s t e p _ t += 11159

1160

# Per form s t e p w e i g h t decay1161

param . mul_ (1 − l r * w e i g h t _ d e c a y )1162

1163

# Decay t h e f i r s t and second moment r u n n i n g average c o e f f i c i e n t1164

exp_avg . mul_ ( b e t a 1 ) . add_ ( grad , a l p h a =1 − b e t a 1 )1165

1166

e l s e :1167

s t e p _ s i z e _ n e g = − l r1168

1169

r a t i o = ( exp_avg . abs ( ) / ( rho * bs * h e s s + 1e −15) ) . clamp ( None1170

, 1 )1171

param . addcmul_ ( exp_avg . s i g n ( ) , r a t i o , v a l u e = s t e p _ s i z e _ n e g )1172

Therefore, the actual update of Sophia is wrongly tractated in the original paper and should be1173

corrected and equal to the line 16 of Algorithm 11.1174

Takeaway 4. The actual update rule of Sophia differs from its description in the original paper.
1175

Algorithm 11 Sophia

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1, β2,
estimator frequency ϕ, scaling factor ρ, ε.

2: Initialize: m0 ← 0, h0 ← 0
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)
5: mt ← β1mt−1 + (1− β1)gt t ≡ 1 (mod ϕ)
6: pt ← ξt ▷ Obtain logits from batch
7: pt ← softmax (pt) ▷ Sample from logits
8: L̂(xt, ξt)← pt ▷ Loss, where pt are labels
9: ĝt ← ∇L̂(xt, ξt)

10: ĥt ← |ξt|ĝt ⊙ ĝt

11: ht ← β2ht−ϕ + (1− β2)ĥt

12: ht ← ht−1

13: xt+1 ← xt − γt

(
sign(mt)min

{
|mt|
ρht+ε , 1

}
+ λxt

)
14: end for
15: Return: xT

A.4 Schedule-Free AdamW, Prodigy1176

In this section, we outline two more players — Schedule-Free AdamW [17] and Prodigy [54].1177

Both of them have a promising advantages and require less hyperparameter tuning which paves the1178

road to parameter-free optimizers.1179

Schedule-Free AdamW. [17] introduced a concept of schedule-free optimizers. Underlying idea1180

behind his Schedule-Free SGD and Schedule-Free AdamW is to remove the scheduler with1181

iterate averaging. Particularly, schedule-free method uses an interpolation between Polyak-Ruppert1182

averaging [68, 73] and Primal averaging [56] for momentum update instead of usual EMA (line 41183

of Algorithm 12). To avoid undesirable behavior during scalable training the authors also propose1184

internal warmup (see line 7 of Algorithm 12) which uses the general number of warmup iterations1185

parameter in the code, this gradually increases the learning rate and, at the same time, ensures Adam’s1186

bias correction.1187

An interesting result we observe, SF-AdamW shows the best performance with larger number of1188

warmup iterations compared to other methods.1189

32



Another key point — training with SF-AdamW is sensitive to the choice of beta parameters. Unlike1190

in AdamW, these parameters serve different purposes in SF-AdamW: as β1 acts as an interpolation1191

parameter between two sequences, and β2 controls the EMA of the second moment estimate, which1192

relates to y sequence rather than the model parameters x (line 6 of Algorithm 12). For Adam it is1193

common to analyze in theory the case, when β2 = 1− 1/T [89, 10], i.e., the choice of the ”optimal”1194

beta parameters depends on the length of training. Which is also the case for SF-AdamW, making1195

it not fully schedule-free. [28] observed this sensitivity to beta parameters, and we go beyond this1196

ablation also.1197

Importantly, the authors mention that disabling the gradient norm clipping is crucial for schedule-free1198

runs, however, we do not observe this in practice, demonstrating the contrary results.1199

Algorithm 12 SF-AdamW

1: Input: Initial parameters x0, number of iterations T , learning rate γ, weight decay λ, β1, β2,
warmup iterations Twarmup, ε.

2: Initialize: z0 ← x0, v0 ← 0
3: for t ∈ [T ] do
4: yt ← (1− β1)zt + β1xt

5: gt ← ∇L(yt, ξt)
6: vt ← β2vt−1 + (1− β2)gt ⊙ gt

7: γt ← γ
√
1− βt

2 min{1, t/Twarmup}
8: zt+1 ← zt − γt

(
gt/(
√
vt + ε) + λyt

)
9: ct+1 ← γ2

t∑t
i=0

γ2
i

10: xt+1 ← (1− ct+1)xt + ct+1zt+1

11: end for
12: Return: xT

Prodigy. Improving the D-Adaptation concept [16], [54] derived an Adam-like method, which1200

use an EMA for the learning rate (see lines 8, 9 of Algorithm 13), approximating the Adam’s1201

update of the second moment estimate EMA. The derived update reflects an EMA of dtgt sequence1202

rather than gt. Idea of such a method is to come up with a scheme that is able to remove the1203

hand-tuned learning rate via sequence which adapts during training on the fly. In Algorithm 13, dt is1204

such a sequence that affects botth first and second moment estimates, and evolves according to line1205

10.1206

Crucially, Prodigy does not need the learning rate tuning (typically, we initialize γ = 1), however, it1207

still can be compatible with learning rate schedules, which we verify experimentally at scale. We also1208

show that dt sequence indeed acts similarly to cosine learning rate scheduler, with usually smaller1209

learning rate at initialization and a bit larger values of it at maximum Moreover, this method scales1210

reliably similar to AdamW, making it a promising choice for future development of parameter-free1211

methods.1212

A.5 MARS1213

Very recently, [88] introduce MARS — a series optimizers, which incorporate modern adaptive methods1214

[50, 9] and approximate second-order methods [24] with variance reduction update update style.1215

This optimization framework gave a birth to: MARS-AdamW — our main baseline which we call simply1216

MARS, MARS-Lion and MARS-Shampoo. We mainly include MARS-AdamW in our ablation studies, but1217

report results for other two optimizers.1218

The authors modified a variance reduction update introducing a sclaing parameter η, which we call1219

variance reduction scaling in the outlined algorithms and experiments. This parameter controls the1220

scale of gradient correction – see line 5 of Algorithms 14 to 16.1221
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Algorithm 13 Prodigy

1: Input: Initial parameters x0, number of iterations T , learning rate γ, weight decay λ, β1, β2, ε.
2: Initialize: d0 ← 10−6, γ ← 1, m0 ← 0, v0 ← 0, r0 ← 0, s0 ← 0 ▷ Optional: use scheduler

on γ
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)
5: mt ← β1mt−1 + (1− β1)dtgt
6: vt ← β2vt−1 + (1− β2)d

2
tgt ⊙ gt

7: γt ← γ
√
1− βt

2/(1− βt
1) ▷ Optional: use bias correction

8: rt ←
√
β2rt−1 + (1−

√
β2)γtd

2
t ⟨gt,x0 − xt⟩

9: st ←
√
β2st−1 + (1−

√
β2)γtd

2
tgt

10: dt+1 ← max{dt, rt
∥st∥1

}
11: xt+1 ← xt − γtdt

(
mt/

(√
vt + dtε

)
+ λxt

)
12: end for
13: Return: xT

An important detail, we follow only the approximate scheme of MARS-like optimizers, i.e., we evaluate1222

the gradient gt in different stochasticity, meaning1223

gt = ∇L (xt, ξt) ,

gt−1 = ∇L
(
xt−1, ξt−1

)
.

Importantly, in the same spirit as for SOAP and Muon, the authors use MARS-like algorithms for layers1224

with two and more dimensions, for 1D layers, embeds, scalar parameters and final the head layer of1225

neural network, this method utilize AdamW. Such a choice allows use MARS in the more fast and still1226

efficient way. Following the practices from their work, we also use MARS only for 2D layers.1227

MARS (MARS-AdamW). For AdamW-like algorithm, the difference occurs at the computation of mt1228

and vt, where instead of the gradient, the variance reduction update ct is used.1229

Algorithm 14 MARS (MARS-AdamW)

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1, β2,
variance reduction scaling η, ε.

2: Initialize: m0 ← 0, v0 ← 0
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)

5: ct ← gt + η β1

1−β1

(
gt − gt−1

)
∥ct∥2 > 1

6: ct ← ct/∥ct∥2
7: mt ← β1mt−1 + (1− β1)ct
8: vt ← β2vt−1 + (1− β2)ct ⊙ ct
9: m̂t ←mt/(1− βt

1), v̂t ← vt/(1− βt
2)

10: xt+1 = xt − γt

(
m̂t√
v̂t+ε

+ λxt

)
11: end for
12: Return: xT

MARS-Lion. Similarly for Lion-like algorithm, the authors use scaled gradient correction with the1230

current gradient — ct.1231

MARS-Shampoo. The same holds for MARS-Shampoo. One key comment here, is that to compute1232

SVD of the first moment estimate, the authors also use Newton-Schulz iteration [5, 25]. In our1233

experiments we use 10 iterations of this orthogonalization scheme for MARS-Shampoo.1234
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Algorithm 15 MARS-Lion

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1,
variance reduction scaling η, ε.

2: Initialize: m0 ← 0, v0 ← 0
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)

5: ct ← gt + η β1

1−β1

(
gt − gt−1

)
∥ct∥2 > 1

6: ct ← ct/∥ct∥2
7: mt ← β1mt−1 + (1− β1)ct
8: xt+1 = xt − γt (sign (mt) + λxt)
9: end for

10: Return: xT

Algorithm 16 MARS-Shampoo

1: Input: Initial parameters x0, number of iterations T , learning rate γt, weight decay λ, β1,
variance reduction scaling η, ε.

2: Initialize: m0 ← 0, v0 ← 0
3: for t ∈ [T ] do
4: gt ← ∇L(xt, ξt)

5: ct ← gt + η β1

1−β1

(
gt − gt−1

)
6: mt ← β1mt−1 + (1− β1)ct
7: U t,Σt,V t ← SVD(mt)

8: xt+1 = xt − γt

(
U tV

⊤
t + λxt

)
9: end for

10: Return: xT

B Implementation1235

Our code is based on an extension of nanoGPT5 and uses PyTorch [63] as well as FlashAttention1236

[14]. We incorporate mixed-precision training [53], i.e., we train in bfloat16 precision, except for1237

normalization modules and softmax which we train in float32. The optimizer states are also stored1238

in float32. The majority of the experiments were performed using a cluster of A100-SXM4-80GB1239

GPUs as well as H100-HBM3-80GB. We trained both in a single GPU regime and in DDP [45] (from1240

2 to 8 GPUs per one run). We estimate that the full cost of all experiments for our project to roughly1241

30000 GPU hours.1242

C Model & Data1243

Architecture details. In our project, we use Llama-like family of models [48]. We implement1244

the the popular in the community decoder-only transformer with SwiGLU activation functions [77],1245

RoPE embeddings [81], RMSNorm [91]. The vocabulary is based on the GPT2 [71] tokenizer 6 and1246

contains 50304 tokens.1247

The number of parameters in our models is fully configurable, and we present the exact configurations1248

used in our experiment in Table 2.1249

Dataset. Our main findings are obtained on the subset of FineWeb [64] with 100B tokens 7, cleaned1250

and deduplicated corpus for LLM pretraining, which we split into train and validation sequences.1251

During training, we evaluate the models with a fixed set of 32 batches of our chosen sequence length1252

(512 for almost all experiments, the same context length as training) to establish the validation loss1253

curves. At the end of training, we compute the full validation loss and perplexity (this loss is reported1254

5https://github.com/karpathy/nanoGPT
6https://github.com/openai/tiktoken
7https://huggingface.co/datasets/HuggingFaceFW/fineweb
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Table 2: Hyperparameters for our Llama-like models.

# Parameters 124M 210M 600M
Hidden size 768 768

# Attention heads 12 12
# Layers 12 24
Init std 0.02 0.02 0.02

Use bias no no no
RMSNorm epsilon 0.00001 0.00001 0.00001
Positional encoding RoPE RoPE RoPE

as Final Validation Loss in the figures). We also performed our initial results on the subset of1255

OpenWebText2 dataset [21].1256

D Hyperparameter tuning1257

How do we tune hyperparameters? We perform systematic hyperparameter tuning for all algo-1258

rithms, starting with smaller models (124M, 210M) and extrapolating to larger ones. Our tuning1259

process focused on two primary settings: Small batch setting (32 batch size) and Large batch1260

setting (256 batch size). For both settings, we use a sequence length of 512 tokens, resulting in1261

16k and 130k tokens per batch, respectively. If the batch cannot fit into memory, we use gradient1262

accumulation steps, while maintaining the effective batch size.1263

We also include ablations on even larger batch size for 124M models, where we train on 5121264

batch size (260k tokens correspondingly). And larger, 583M models, we train on 3936 batch size,1265

preserving the basic sequence length of 512, i.e., 4M tokens.1266

We first run multiple experiments, greed searching hyperparameters, on near Chinchilla optimal1267

length of training using cosine learning rate scheduler (except for SF-AdamW):1268

• for 124M models we tune at 2.1B tokens for both small (32) and large (256) batch size setting,1269

• for 210M models we tune at 4.2B tokens for our large batch size setting,1270

• for 583M models we also consider a setting with and without z-loss.1271

We present the configurations for different training horizons in Tables 3 and 5.1272

Table 3: Lengths of training for Small batch settings (32× 512).

# Parameters Tokens (Iterations) Ch. Tokens
124M 1B (64k) 2.1B (128k) 4.2B (256k) 6.3B (384k) 8.4B (512k) 16.8B (1024k) 2.5B
210M 1B (64k) 2.1B (128k) 4.2B (256k) 6.3B (384k) 8.4B (512k) 16.8B (1024k) 4.2B

Table 4: Lengths of training for Large batch settings (256× 512).

# Parameters Tokens (Iterations) Chinchilla Tokens
124M 1B (8k) 2.1B (16k) 4.2B (32k) 6.3B (48k) 8.4B (64k) 16.8B (128k) 2.5B
210M 1B (8k) 2.1B (16k) 4.2B (32k) 6.3B (48k) 8.4B (64k) 16.8B (128k) 4.2B

Important to note, for larger models, we mostly kept the best hyperparameters found for the 124M1273

model and re-tuned the learning rate and gradient clipping. We summarize this process in Appen-1274

dices D.1 to D.3.1275

Additionally, when we report an of one particular hyperparameters, we mean that corresponding1276

algorithm has already been tuned and, thus, we show only how one particular hyperparameter affects1277

the overall performance.1278

Hyperparameters used in our WSD scheduler experiments. Once we found the best setting for1279

each method using cosine learning rate scheduler, we are ready to obtain the optimal performance of1280

our method with WSD scheduler [27]. Here we follow the rule of thumb from [28]:1281
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Table 5: Lengths of training for X-Large batch settings (1984× 512).

# Parameters Tokens (Iterations) Chinchilla Tokens
720M 8B (8k) 16B (16k) 48B (48k) 14.4B

• use half the optimal learning rate for the cosine scheduler,1282

• use 20% of iterations for cooldown phase,1283

• use (1−
√
x) decay shape for the cooldown phase,1284

the only difference is that we do not employ stochastic weight averaging [29].1285

Therefore, we maintain most hyperparameters across optimizers, only re-tuning the learning rate. For1286

methods like Muon and MARS, we reduce both AdamW’s learning rate and the learning rate for non-1D1287

parameters. This approach ensures a fair comparison while accounting for the unique properties of1288

each optimizer.1289

Indeed, this rule of thumb works better in our setting also, e.g., see the comparison between linear1290

decay shape and (1−
√
x) in1291

We report a series of comparisons between cosine learning rate scheduler and WSD in1292

Hyperparameters used in z-loss experiments.1293

D.1 124M parameters model1294

Table 6: AdamW hyperparameter tuning for our 124M parameter large language models. Bold
hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate 0.0001,0.0005, 0.0008, 0.001, 0.002 0.0001, 0.0003, 0.0005,0.001, 0.002

Batch size 32 256
Sequence length 512 512

Number of warmup steps 3000, 5000, 8000 500, 1000,2000, 3000, 8000, 32000
Weight decay 0.1 no, 0.1,0.5, 0.7

Learning rate decay scheduler WSD, cosine WSD, cosine
Gradient clipping no, 0.5, 1, 1.5 no, 0.5, 1

AdamW β1 0.5,0.8, 0.9 0.8, 0.9
AdamW β2 0.95,0.999 0.95, 0.99,0.999, 0.9999

Table 7: ADOPT hyperparameter tuning for our 124M parameter large language models. Bold
hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate 0.001 0.0001, 0.0003, 0.0005,0.001, 0.002

Batch size 32 256
Sequence length 512 512

Number of warmup steps 3000, 8000 2000, 8000, 32000
Weight decay 0.1 no 0.1, 0.5

Learning rate decay scheduler WSD, cosine WSD, cosine
Gradient clipping 0.5 no, 0.5, 1

ADOPT β1 0.9 0.8,0.9
ADOPT β2 0.999, 0.9999 0.5,0.999, 0.9999
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Table 8: AdEMAMix hyperparameter tuning for our 124M parameter large language models. Bold
hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate 0.0001,0.0005, 0.0008, 0.001, 0.002 0.0001, 0.0003, 0.0005,0.001, 0.002

Batch size 32 256
Sequence length 512 512

Number of warmup steps 3000, 8000 2000, 8000, 32000
Weight decay 0.1 no, 0.1,0.5, 0.7

Learning rate decay scheduler WSD, cosine WSD, cosine
Gradient clipping no, 0.5, 1, 1.5 no, 0.5, 1
AdEMAMix β1 0.5,0.8, 0.9 0.8,0.9
AdEMAMix β2 0.999 0.999, 0.9999
AdEMAMix β3 0.999,0.9999, 0.99995 0.999, 0.9999
AdEMAMix α 5,8, 12 8

Table 9: Lion hyperparameter tuning for our 124M parameter large language models. Bold hyperpa-
rameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate 0.00005,0.0001, 0.0005, 0.001 0.0001, 0.0005,0.001, 0.002

Batch size 32 256
Sequence length 512 512

Number of warmup steps 3000 2000, 8000, 32000
Weight decay no, 0.1, 0.2,0.5 no, 0.1,0.5, 0.7

Learning rate decay scheduler WSD, cosine WSD, cosine
Gradient clipping 0.5 no, 0.5, 1

Lion β1 0.7,0.9, 0.99 0.5,0.9
Lion β2 0.9,0.99, 0.999 0.99, 0.999

D.2 210M parameters model1295

D.3 600M parameters model1296

E Additional results1297

E.1 Benchmarking: 124M1298

In this section, we provide complete results for the benchmarking part presented in Section 4.1.1299

We cover both the large batch setting and the small batch setting, reporting the full curves with1300

validation loss dynamics across different training durations.1301

Given the quite a lot number of methods under consideration, we divide them into two groups: those1302

that outperform AdamW and those that underperform relative to AdamW. We use AdamW loss curves1303

as the reference point in both figures. We summarize our findings for the small batch size of 32 in1304

Figure 12. And for the large batch size of 256 in Figures 13 and 14.1305

E.2 Ablations for 124M model1306

Fail of Sophia.1307

Clipping & SF-AdamW.1308

Betas sensitivity.1309

Warmup ablation. In this section we detaily describe the main part in Section 4.1.1310

We study the impact of batch size on the final validation loss obtained. For all methods, we sweep over1311

warmup lengths of {1.56%, 6.25%, 25%} of the total training duration to examine each method’s1312

38



Table 10: Signum hyperparameter tuning for our 124M parameter large language models. Bold
hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate 0.0003, 0.0005,0.001 0.0001, 0.00030.0005, 0.0003,0.001, 0.002

Batch size 32 256
Sequence length 512 512

Number of warmup steps 2000,3000 2000, 8000, 32000
Weight decay no, 0,0.1, 0.5 no, 0,0.1, 0.5, 0.7

Learning rate decay scheduler WSD, cosine WSD, cosine
Gradient clipping no, 0.5, 1 no, 0.5, 1

Momentum no, 0.9,0.95 no, 0.9,0.95, 0.99
Nesterov momentum no, yes no, yes

Table 11: Muon hyperparameter tuning for our 124M parameter large language models. Bold
hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate AdamW 0.0001, 0.0003, 0.0005,0.001, 0.002 0.0001, 0.0003, 0.0005,0.001, 0.002
Learning rate Muon 0.001,0.01, 0.02 0.001,0.01, 0.02

Batch size 32 256
Sequence length 512 512

Number of warmup steps 3000, 8000 2000, 8000, 32000
Weight decay no, 0.1, 0.5 no, 0.1, 0.5

Learning rate decay scheduler WSD, cosine WSD, cosine
Gradient clipping no, 0.5 no, 0.5, 1.0
Momentum Muon 0.9, 0.95,0.99 0.95, 0.99

Optimizer for 1D layers AdamW AdamW
Optimizer for 1D layers, β1 0.8, 0.9 0.8, 0.9
Optimizer for 1D layers, β2 0.99,0.999, 0.9999 0.99, 0.999, 0.9999

Newton-Schulz a 3.4445 3.4445
Newton-Schultz b −4.7750 −4.7750
Newton-Schultz c 2.0315 2.0315

Nesterov momentum no, yes no, yes

sensitivity to warmup. For AdamW, we extend this sweep to {1.56%, 5%, 6.25%, 10%, 25%}. We1313

specifically consider the 1.56% and 6.25% percentages because the former represents a typical1314

number of warmup steps (2000) for models of our scale, while the latter (6.25% of 128000 steps)1315

aligns with the warmup strategy used in Llama [48].1316

Contrary to the insights from [92], we observe that 25% of the Cinchilla optimal duration is far from1317

being the best batch size for pretraining. We emphasize that their results were obtained for 85M1318

models and then extrapolated to larger scales. However, in our setting, we found the basic 2000 steps1319

a more suitable option for warmup. 25% of Chinchilla optimal length of training, for our 124M1320

model is 620M tokens.1321

We provide the warmup sweep for AdamW in Figure 191322

In addition to validating the results from [92], we report the sensitivity of different optimizers to the1323

number of warmup steps by conducting a sweep over the aforementioned percentages. A summary of1324

this experiment — Figure 6.1325

Muon Newton-Schulz iterations.1326

Weight decay ablation.1327

Learning rate sensitivity. In this part of the work, we meticulously replicate the learning rate1328

sweep process and present comprehensive results. Consistent with our experimental setup, we aim1329

to determine the true impact of the learning rate and its transferability to longer training horizons.1330
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Table 12: SOAP hyperparameter tuning for our 124M parameter large language models. Bold
hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate 0.005,0.001 0.0001, 0.0003, 0.0005,0.001, 0.002

Batch size 32 256
Sequence length 512 512

Number of warmup steps 3000, 8000 2000, 4000, 8000, 12000, 16000, 32000
Weight decay 0.1 no, 0.1, 0.5

Learning rate decay scheduler WSD, cosine WSD, cosine
Gradient clipping 0.5 no, 0.5, 1

Preconditioner dimension 10000 10000
Preconditioning frequency 1, 5,10 1, 5,10

SOAP β1 0.8,0.9 0.8,0.9, 0.95
SOAP β2 0.95, 0.99,0.999, 0.9999 0.95, 0.99,0.999, 0.9999

Table 13: Sophia hyperparameter tuning for our 124M parameter large language models. Bold
hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate 0.0001,0.0003, 0.0005, 0.001, 0.002 0.0001, 0.0003, 0.0005,0.001, 0.002, 0.01

Batch size 32 256
Sequence length 512 512

Number of warmup steps 2000, 3000 2000, 8000, 32000
Weight decay 0.1 no, 0.1, 0.5

Learning rate decay scheduler WSD, cosine WSD, cosine
Gradient clipping 0.5 no, 0.5, 1

Estimator Gauss-Newton-Bartlett Gauss-Newton-Bartlett
Estimator frequency 10 10

Sophia β1 0.9 0.8,0.9
Sophia β2 0.95,0.999, 0.9999, 0.99999 0.95,0.999, 0.9999, 0.99999
Sophia ρ 0, 0.03,0.04 0, 0.03,0.04

For each optimizer (except Prodigy), we vary only the learning rate while maintaining the best1331

hyperparameter settings obtained during our initial tuning (see Appendices D and D.1) on 2.1B1332

tokens for the 124M parameter model. We present the results of the learning rate sweep in Figure 24.1333

Cosine vs WSD. We present our results for two batch size settings: 32 and 256. At first, our initial1334

results in small batch setting on the OpenWebText2 (OWT2) dataset, we present in Figure 25.1335

We report the final validation loss on the FineWeb dataset for 124M model trained on the batch size1336

of 256. We use our tuned with cosine scheduler methods. For WSD, we follow the rule of thumb1337

from [28]: 20% of steps for the cooldown, 1 −
√
x decay shape, and the learning rate is half the1338

optimal for cosine, i.e., 0.0005 if we have the best learning rate 0.001 for the method. Additionally,1339

we point out that we do not include stochastic weight averaging in the comparison, which might1340

potentially enhance the performance of optimizers with WSD.1341

Gradient norm patterns.1342

E.3 Benchmarking: 210M1343

E.4 Ablations for 210M model1344

E.5 Wall-clock performance of optimizers across models of different scale1345

E.6 Extension to MoEs.1346

40



Table 14: Schedule-Free AdamW hyperparameter tuning for our 124M parameter large language
models. Bold hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate 0.0001, 0.0003, 0.0005,0.001, 0.005 0.0001, 0.0003, 0.0005,0.001, 0.002, 0.005

Batch size 32 256
Sequence length 512 512

Number of warmup steps 3000, 8000 2000, 4000,8000, 12000, 16000, 32000
Weight decay no, 0.05,0.1, 0.5 no, 0.05,0.1, 0.5

Learning rate decay scheduler no no
Gradient clipping no, 0.5 no, 0.5, 1

Schedule-Free AdamW β1 0.9, 0.95, 0.98 0.9, 0.95, 0.98
Schedule-Free AdamW β2 0.95, 0.99, 0.999,0.9999, 0.99999 0.95, 0.99, 0.999,0.9999, 0.99999

Table 15: Prodigy hyperparameter tuning for our 124M parameter large language models. Bold
hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate 0.5,1 0.5,1, 2, 10, 100

Batch size 32 256
Sequence length 512 512

Number of warmup steps 3000, 8000 2000, 4000, 8000, 12000, 16000, 32000
Weight decay no, 0.1, 0.5 no, 0.1, 0.5

Learning rate decay scheduler no, WSD, cosine no, WSD, cosine
Gradient clipping no, 0.5, 1 no, 0.5, 1
Prodigy β1 0.9 0.8,0.9
Prodigy β2 0.99,0.999, 0.9999 0.999, 0.9999

Prodigy bias correction no, yes no, yes

Table 16: MARS (MARS-AdamW) hyperparameter tuning for our 124M parameter large language
models. Bold hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate AdamW 0.0001, 0.0005,0.001, 0.003 0.0001, 0.0005,0.001, 0.003
Learning rate MARS 0.001,0.003 0.001,0.003

Batch size 32 256
Sequence length 512 512

Number of warmup steps 2000,3000 2000, 8000, 32000
Weight decay MARS no, 0.1 no, 0.1, 0.5

Weight decay for 1D layers 0.1 0.1
Learning rate decay scheduler WSD, cosine WSD, cosine

Gradient clipping 0.5 0.5
Optimizer for 1D layers AdamW AdamW

Optimizer for 1D layers β1 0.8, 0.9 0.8, 0.9, 0.95
Optimizer for 1D layers β2 0.95, 0.99,0.999 0.95, 0.99,0.999

MARS β1 0.9,0.95 0.9,0.95
MARS β2 0.95,0.99 0.95,0.99

VR scaling factor η 0.024,0.025 0.024,0.025
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Table 17: MARS-Lion hyperparameter tuning for our 124M parameter large language models. Bold
hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate Lion 0.0001, 0.0005, 0.001, 0.003 0.0001, 0.0005, 0.001, 0.003
Learning rate MARS 0.0001, 0.001, 0.003 0.0001, 0.001, 0.003

Batch size 32 256
Sequence length 512 512

Number of warmup steps 2000,3000 2000, 8000, 32000
Weight decay MARS no, 0.1 no, 0.1, 0.5

Weight decay for 1D layers 0.1 0.1
Learning rate decay scheduler WSD, cosine WSD, cosine

Gradient clipping 0.5 0.5
Optimizer for 1D layers Lion Lion

Optimizer for 1D layers β1 0.8,0.9 0.8,0.9, 0.95
Optimizer for 1D layers β2 0.95, 0.99,0.999 0.95, 0.99,0.999

MARS β1 0.9,0.95 0.9,0.95
MARS β2 0.95,0.99 0.95,0.99

VR scaling factor η 0.024,0.025 0.024,0.025

Table 18: MARS-Shampoo hyperparameter tuning for our 124M parameter large language models.
Bold hyperparameters are the best.

Hyperparameter Small batch setting Large batch setting
Learning rate Shampoo 0.0001, 0.0005,0.001, 0.003 0.0001, 0.0005,0.001, 0.003

Learning rate MARS 0.001,0.003 0.001,0.003
Batch size 32 256

Sequence length 512 512
Number of warmup steps 2000,3000 2000, 8000, 32000

Weight decay MARS no, 0.1 no, 0.1, 0.5
Weight decay for 1D layers 0.1 0.1

Learning rate decay scheduler WSD, cosine WSD, cosine
Gradient clipping 0.5 0.5

Optimizer for 1D layers Shampoo Shampoo
Optimizer for 1D layers β1 0.8,0.9 0.8,0.9, 0.95
Optimizer for 1D layers β2 0.95, 0.99,0.999 0.95, 0.99,0.999

MARS β1 0.9,0.95 0.9,0.95
MARS β2 0.95,0.99 0.95,0.99

VR scaling factor η 0.024,0.025 0.024,0.025

Table 19: Hyperparameters for our Llama-like models for the wall-clock experiments.

# Parameters 30M 52M 80M 124M 150M 210M 360M 720M 1B
Hidden size 384 512 768 768 768 768 1024 2048 1792

# Attention heads 6 8 6 12 12 12 16 16 14
# Layers 8 8 6 12 16 24 24 12 24
Init std 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02

Use bias no no no no no no no no no
RMSNorm epsilon 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001 0.00001
Positional encoding RoPE RoPE RoPE RoPE RoPE RoPE RoPE RoPE RoPE
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Figure 11: Ranking of optimizers in the small-batch setting. In the small-batch setting AdamW
outperforms most of the optimizaers we study.

Figure 12: Ranking of optimizers in the small-batch setting. Here only AdEMAMix, SOAP and
ADOPT show a remarkable performance compared to AdamW.
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Figure 13: Ranking of optimizers in the large-batch setting.

Figure 14: Ranking of optimizers in the large-batch setting.
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(a) (b) (c)

Figure 15: Sophia diverges in the small-batch setting even with sufficiently small learning rate.

(a) (b)

Figure 16: Clipping is significant for Schedule-Free.

(a) (b)

Figure 17: Prodigy is sensitive to beta parameters in the small-batch setting.

(a) (b)

Figure 18: Impact of beta parameters on Schedule-Free.
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Figure 19: Warmup sweep for AdamW. We observe that the smaller yet reasonable warmup value is
the best, however, this is not true for other methods like Signum and SF-AdamW (see ??).

Figure 20: Warmup ablation. We report the final validation loss on the FineWeb dataset for 124M
model trained on the batch size of 256. We sweep over the batch sizes of {1.56%, 6.25%, 25%} of
the length of training, which corresponds to {2000, 8000, 32000}k iterations, respectively.
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Figure 21: Ranking of optimizers in the large-batch setting.

Figure 22: Muon’s dependence on the number of Newton-Schulz iterations.
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Figure 23: Larger weight decay achieves significantly better results when training on fewer
tokens. We report the final validation loss on the FineWeb dataset for 124M model trained on
the batch size of 256. We observe that the mmajority of runs with the large weight decay of 0.5
consistently outperform the same optimizer with weight decay of 0.1 for all training durations except
for the last one. Notably, Signum and Lion with large weight decay perform even better than AdamW
with the same learning rate. We also consider a setting without weight decay. We observe that this is
suboptimal for most of other optimizers, while the typical weight decay of 0.1 remains the best for
large training durations. An interesting thing we observe for optimizers that train one dimensional
and two dimensional parameters in a different way — Muon, MARS. Indeed, the corresponding runs
with the weight decay of 0.5 are always worse than then 0.1 baseline and, in some cases, even worse
than runs without weight decay. For Muon, we connect this effect to its algorithmic design, where
weight decay is not used to optimize matrix parameters (see Algorithm 7). For MARS, we only vary the
weight decay that corresponds to matrix parameters, while keeping 0.1 for all scalar, one dimensional
and final layer parameters. In this case, we conclude that the gap between large and small weight
decay values narrows significantly faster.
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Figure 24: Learning rate sensitivity. We report the final validation loss on the FineWeb dataset
for 124M model trained on the batch size of 256. In the current setting, only SOAP and SF-AdamW
reach the better performance with the large leraning rate of 0.02. On the other hand, Sophia and all
sign-based methods (Signum and Lion) diverge with this value of the learning rate.

(a) (b)

Figure 25: WSD scheduler underperforms both AdamW with cosine scheduler and SF-AdamW.
Once the learning rate and beta parameters of SF-AdamW and AdamW are properly tuned, we observe
a surprisingly large gap in performance between WSD scheduler and its competitors. Figure (b)
suggests that this gap may potentially diminish with extended training. To investigate this further,
we conduct a scalable comparison between tuned WSD and cosine baselines across longer training
horizons.
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Figure 26: WSD scheduler underperforms cosine. We report the final validation loss on the
FineWeb dataset for 124M model trained on the batch size of 256. We observe that WSD still can
match the performance of cosine on Sophia, Signum, Lion, i.e., on the sign-based methods, and
even outperform for Muon. Although the gap in performance is not particularly significant, but for
benchmarking purposes, we decide to stick to the cosine scheduler because those gap still plays a
substantial role in our setup.

50



Figure 27: Gradient Norm patterns for cosine scheduler.

Figure 28: Gradient Norm patterns for WSD scheduler.
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Figure 29: Ranking of optimizers in the large-batch setting.

Figure 30: Ranking of optimizers in the large-batch setting.
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