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ABSTRACT

Due to privacy or patent concerns, a growing number of large models are released
without granting access to their training data, making transferring their knowl-
edge inefficient and problematic. In response, Data-Free Knowledge Distillation
(DFKD) methods have emerged as direct solutions. However, simply adopting
models derived from DFKD for real-world applications suffers significant per-
formance degradation, due to the discrepancy between teachers’ training data
and real-world scenarios (student domain). The degradation stems from the por-
tions of teachers’ knowledge that are not applicable to the student domain. They
are specific to the teacher domain and would undermine students’ performance.
Hence, selectively transferring teachers’ appropriate knowledge becomes the pri-
mary challenge in DFKD. In this work, we propose a simple but effective method
AuG-KD. It utilizes an uncertainty-guided and sample-specific anchor to align
student-domain data with the teacher domain and leverages a generative method
to progressively trade off the learning process between OOD knowledge distil-
lation and domain-specific information learning via mixup learning. Extensive
experiments in 3 datasets and 8 settings demonstrate the stability and superiority
of our approach. Code available at https://github.com/IshiKura-a/AuG-KD

1 INTRODUCTION

With the surge of interest in deploying neural networks on resource-constrained edge devices,
lightweight machine learning models have arisen. Prominent solutions include MobileNet (Howard
et al.l |2019), EfficientNet (Tan & Lel 2019), ShuffleNet (Ma et al., 2018), etc. Although these
models have shown promising potential for edge devices, their performance still falls short of ex-
pectations. In contrast, larger models like ResNet (He et al.,[2016) and CLIP (Radford et al., 2021},
have achieved gratifying results in their respective fields (Wang et al., | 2017; [Tang et al., 2024). To
further refine lightweight models’ performance, it is natural to ask: can they inherit knowledge from
larger models? The answer lies in Knowledge Distillation (Hinton et al., 2015) (KD).

Vanilla KD (Kim et al.l 2023} (Calderon et al., [2023)) leverages massive training data to transfer
knowledge from teacher models 7 to students S, guiding S in emulating 7"s prediction distribution.
Although these methods have shown remarkable results in datasets like ImageNet (Deng et al.,[2009)
and CIFAR10 (Krizhevsky, [2009), when training data is unavailable due to privacy concerns (Truong
et al.| 2021) or patent restrictions, these methods might become inapplicable.

To transfer 7”s knowledge without its training data, a natural solution is to use synthesized data
samples for compensation, which forms the core idea of Data-Free Knowledge Distillation (DFKD)
(Binici et al.| 2022} |Li et al., 2023} |Patel et al., 2023; |Do et al., 2022; |Wang et al., 2023a). These
methods typically leverage 7”s information, such as output logits, activation maps, intermediate
outputs, etc., to train a generator to provide synthetic data from a normally distributed latent variable.

*Shengyu Zhang and Kun Kuang are corresponding authors.
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The distillation process is executed with these synthesized data samples. However, DFKD methods
follow the Independent and Identically Distributed Hypothesis (IID Hypothesis). They suppose
that 7”s training data (teacher domain D;) and the real application (student domain D;) share the
same distribution (Fang et al.| 2021b). In case the disparity between these two distributions cannot
be neglected, these methods would suffer great performance degradation. Namely, the disparity
is denoted as Domain Shift while the distillation without 7”s training data under domain shift is
denoted as Out-of-Domain Knowledge Distillation (OOD-KD). In Figure [T we demonstrated the
difference among KD, DFKD, and OOD-KD problems, where KD can access both D; and Dy,
while DFKD can access neither D, or D,. OOD-KD can access Dy, but has no prior knowledge of
D,. Moreover, KD and DFKD problems require the IID assumption between D, and D, which can
hardly satisfied in real applications. Here, OOD-KD problem is designed for address the distribution
shift between D, and D,. Although domain shift has garnered widespread attention in other fields
(Lv et al.| 2023} 2024} Zhang et al., 2023c; [Huang et al., 2021; [Lv et al., 2022)), there’s no handy
solution in OOD-KD (Fang et al., 2021a). MosiacKD (Fang et al., 2021a) is the state-or-the-art
method for addressing OOD-KD problem, but it mainly focuses on the improvement of performance
in Dy, ignoring the importance of Dy (i.e. out-of-domain performance). Recently, some studies
propose cross-domain distillation (Li et al.,| 2022} Yang et al.,2022) for OOD-KD, but these methods
require grant access to Dy, which is impractical in real applications.
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Figure 1: Differences between KD, DFKD, and OOD-KD problems.

In this paper, we focus on the problem of OOD-KD, and to address this problem we are still fac-
ing the following challenges: (i) How to selectively transfer teachers’ knowledge. In OOD-KD
problem, the difference of the joint distribution P(X,Y") between teacher domain D, and student
domain D creates a significant barrier. Since T is optimized for D;, faced with data in Dy, T is
likely to give inaccurate predictions or fail to reflect the precise relationships between classes in Dy,
impeding S’s performance unavoidably. (ii) The absence of 7s training data makes OOD-KD
extremely challenging. As 7"s training data act as the carrier of knowledge in vanilla KD, without
it, knowledge transferring becomes troublesome. In contrast, data in the application scenes are easy
to obtain. It is important to notice that their domain-specific information is applicable to Dy, if
utilized properly, it is able to benefit S’s training.

To tackle these challenges, we propose a simple but effective method: Anchor-Based Mixup Gen-
erative Knowledge Distillation (AuG-KD). Our method utilizes an uncertainty-driven and sample-
specific anchor to align student-domain data with D, and leverage a generative method to progres-
sively evolve the learning process from OOD knowledge distillation to domain-specific information
learning. Particularly, AuG-KD consists of 3 modules: Data-Free Learning Module, Anchor Learn-
ing Module, and Mixup Learning Module. Data-Free Learning Module bears semblance to vanilla
DFKD, tackling the absence of D;. Anchor Learning Module designs an uncertainty-aware An-
chorNet to map student-domain samples to “anchor” samples in D;, enabling 7" to provide proper
knowledge for distillation. Mixup Learning module utilizes the “anchor” samples to generate a
series of images that evolve from D; to Dg, treating them as additional data for training. As the
module progresses, 1" becomes less certain about them while the domain-specific information grad-
ually becomes important, balancing OOD knowledge distillation and domain-specific informa-
tion learning ultimately. Extensive experiments attest to the excellent performance of our proposed
method. In essence, our contributions can be briefly summarized as follows:

* We aim at an important and practical problem OOD-KD. To the best of our knowledge, we
are the first to provide a practical solution to it.

* We propose a simple but effective method AuG-KD. AuG-KD devises a lightweight An-
chorNet to discover a data-driven anchor that maps student-domain data to D;. AuG-
KD then adopts a novel uncertainty-aware learning strategy by mixup learning, which pro-
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gressively loosens uncertainty constraints for a better tradeoff between OOD knowledge
distillation and domain-specific information learning.

» Comprehensive experiments in 3 datasets and 8 settings are conducted to substantiate the
stability and superiority of our method.

2 RELATED WORK

Since OOD-KD is a novel problem, we focus on the concept of Knowledge Distillation first. KD
is a technique that aims to transfer knowledge from a large teacher model to an arbitrary student
model, first proposed by Hinton et al| (2015). The vanilla KD methods either guide the student
model to resemble the teacher’s behavior on training data (Bucila et al., [2006)) or utilize some inter-
mediate representations of the teacher (Binici et al., 2022; Romero et al.l 2015} [Park et al., [2019).
In recent years, knowledge distillation has witnessed the development of various branches, such as
Adversarial Knowledge Distillation (Binici et al., 2022} |Yang et al., [2023)), Cross-Modal Knowl-
edge Distillation (Li et al.|[2022} |Yang et al.,|2022)), and Data-Free Knowledge Distillation (Li et al.,
2023} |Patel et al., [2023; Do et al.,2022;|Wang et al.| 2023a).

Recently, data-free methods (DKFD) have garnered significant attention. DFKD typically relies on
teacher models’ information such as output logits and activation maps to train a generator for com-
pensation from a normally distributed latent variable. Besides, there are also some sampling-based
methods utilizing unlabeled data (Chen et al., [2021}; [Wang et al.l 2023b)). However, the effective-
ness of DFKD methods is based on the assumption of the IID Hypothesis, which assumes that
student-domain data is distributed identically to that in D;. This assumption does not hold in many
real-world applications (Arjovsky et al.,[2019;Zhang et al.,[2020; Liu et al.,|2023)), leading to signifi-
cant performance degradation. The violation of the IID Hypothesis, also known as out-of-domain or
domain shift, has been extensively discussed in various fields (Huang et al.,|2021}; |Liang et al.,2022;
Sagawa et al.| [2020; [Zhang et al., 2024bj |2023b; |Q1ian et al., [2022)). However, little attention has
been paid to it within the context of knowledge distillation (Fang et al., [2021a). MosiacKD (Fang
et al.,[2021a)) first proposes Out-of-Domain Knowledge Distillation but their objective is fundamen-
tally different from ours. They use OOD data to assist source-data-free knowledge distillation and
focus on in-domain performance. In contrast, we use OOD data for better out-of-domain perfor-
mance. IPWD (Niu et al., 2022) also focuses on the gap between D; and D;. However, different
from OOD-KD, they mainly solve the imbalance in teachers’ knowledge Some studies discuss the
domain shift problem in cross-time object detection (Li et al.|[2022; [Yang et al., 2022])), but grant ac-
cess to D, which is impractical in real-world scenarios. These studies try to figure out the problems
in the context of knowledge distillation. However, they either discuss a preliminary version of the
problem or lack rigor in their analysis. In summary, it is crucial to recognize that there is a growing
demand for solutions to OOD-KD, while the research in this area is still in its early stage.

3 PROBLEM FORMULATION

To illustrate the concept of Out-of-domain Knowledge Distillation, we focus on its application in
image classification. In this work, the term “domain” refers to a set of input-label pairs denoted
as D = {(x;,y:)}Y,. Here, the input z; € X C RE*H*W represents an image with H x W
dimensions and C' channels, while the corresponding label is denoted as y; € Y C {0,1,--- | K —
1} := [K], where K represents the number of classes. Vanilla KD methods guide the student model
S(+;65) to imitate the teacher model T'(+; 8;) and learn from the ground truth label, formatted as:

. = argminEqy ) p, | D (T(@:00) | S(236,)) + CE(S(a36.), y)} (1)
where CE refers Cross Entropy, P, is the joint distribution in D,. In the context of OOD-KD, the
teacher domain D; and the student domain Dy differ in terms of the joint distribution P(X,Y"). For
instance, in D;, the majority of the images labeled as “cow” might depict cows on grassy landscapes.
On the other hand, the ones in the student domain D could show cows on beaches or other locations.
Unavoidably, 7" not only learns the class concept but also utilizes some spurious correlations (e.g.,
associating the background “grass” with the cow) to enhance its training performance.

However, as the occurrence of spurious correlations cannot be guaranteed in the target application,
blindly mimicking the behavior of 7" is unwise. Hence, the key challenge lies in leveraging the
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Figure 2: Overview of our proposed method, consisting of three major modules.

teacher’s knowledge effectively, accounting for the domain shift between D and D, (Zhang et al.,
20225 [2023a;[20244; |Bai et al., [2024). Vanilla methods bridge this domain shift with the assistance
of T”s training data. However, in OOD-KD, due to various reasons (privacy concerns, patent protec-
tion, computational resources, etc.), quite a number of models are released without granting access
to their training data and even some of the models are hard to adapt. This situation further amplifies
the difficulty of the problem. Hence, we present the definition of OOD-KD herein.

Problem Definition: Given an immutable teacher model 7" with its parameter 6; and labeled
student-domain data D, = {(x;,%;)}~°, whose joint distribution P(X,Y’) differs from that of

D, but the label space is the same (Y; = Y), the objective of OOD-KD is to train a student model
S(+;05) only with access to D and T, leaving the teacher model 7" unchanged in the overall process.

4 METHOLOGY

To address OOD-KD, we propose a simple but effective method AuG-KD. Generally, AuG-KD is
composed of three modules: Data-Free Learning Module, Anchor Learning Module, and Miuxp
Learning Module, as is vividly shown in Figure 2] In a certain module, the green blocks inside are
trained with the help of fixed red blocks. The overall algorithm utilizes these 3 modules sequentially.
For space issues, we leave the pseudo-code of our overall method in Appendix [A] In the following
sections, we provide detailed descriptions of each module.

4.1 MODULE 1: DATA-FREE LEARNING

To leverage 1’s knowledge without access to its training data, DFKD methods are indispensable.
This module follows the vanilla DFKD methods, training a Generator G(-;6,) : Z — X from
a normally-distributed latent variable zy ~ MN(0,1) under the instructions of the teacher model
T. The generated image is denoted as © = G(zo;6,), while the normalized version of it is
Z = N(z). y = arg max T(Z; 0;) means the labels predicted by 7. The dimension of Z is denoted
as V.. H refers to the Information Entropy. AM stands for Activation Map, which observes the
mean and variance of the outputs from BatchNorm2d layers.

Lx1(20) = Dxi(S(z;0s) || T(;6,)) 2
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Lgcncrator = EZONN(O,l) |:*LKL + LCE =+ Qg - H(T(i,v 925)) + AM(T(%, et)) 4)

ég = argming, Lgenerator ©®)

Meanwhile, an additional encoder E(+;6.) : X,Y +— Z is trained, keeping 64 fixed. It absorbs the
generated image © = G(z¢; 0,) and the label y = arg max T'(Z; 6;) as input and outputs the related
latent variable z = E(x, y; 0. ) with Eq. @ where MSE represents the mean squared error.

ée = arg H;IH Lencoder = arg H;inEZONN(O,l) [MSE(ZOa Z) + ae - DKL(Z || ZO):| (6)
When training the enéoder, the student model S is trained simultaneously with Eq.

0, = arg r%in Lgtudent = arg r%in E.o~nr0,1) [ LKL] @)
4.2 MODULE 2: ANCHOR LEARNING

Anchor Learning Module trains an AnchorNet (m, 1; 6,,) to map student-domain data to the teacher
domain. It consists of a class-specific mask m(-;6,) : Y ~ {0,1}"¥= and a mapping function
¥(+;0,) : Z — Z, which are trained concurrently in this module. m and v are integrated into a
lightweight neural network AnchorNet as shown in Figure 2] Detailed implementations of them
are provided in Appendix [A] This idea draws inspiration from invariant learning (Creager et al.|
2021; |Kuang et al.l 2018), which is proposed especially for the problem of domain shift. IRM
(Arjovsky et al.,2019) assumes the partial invariance either in input space or latent space, implying
the presence of some invariant factors across domains despite the domain shift. In this work, we
assume that a portion of the latent variable > exhibits such invariance:

Assumption 1 Given any image pair ((z1,y1), (z2,y2)) that is identical except for the domain-
specific information, there exists a class-specific binary mask operator m(-;0,) : Y — {0, 1}V
that satisfies the partial invariance properties in the latent space under the Encoder E(+; 0,.) : X, Y —
Z, as shown in Eq. [8] The mask masks certain dimensions in the latent space to zero if the corre-
sponding component in it is set to O or preserves them if set to 1.

(L —m(y1;6a)) © E(x1,9150.) = (1 —m(y2;04)) © E(x2,y2;6e) ®)

© in Eq[8]is the element-wise multiplication operator. Assumption 1 sheds light on the method of
effectively transferring 7”’s knowledge: just to change the domain-specific information. With it,
we can obtain the invariant part in the latent space of an arbitrary data sample. If we change the
variant part, we can change the domain-specific information and thus can change the domain of the
data sample to D;. As a result, T' can provide more useful information for distillation. To direct ¥
to change the domain-specific information and map the samples to D,, we introduce the uncertainty
metric U (z; T') which draws inspiration from Energy Score (Liu et al., 2020), formulated as:

K
U(x;T):—t-logZexp@ 9)

i
where ¢ is the temperature and T} () denotes the i*" logits of image = output by the teacher model
T. U(x; T) measures T"s uncertainty of an arbitrary image . The lower the value of U(x;T) is,
the more confident 7 is in its prediction.

To preserve more semantic information during the mapping, we include the cross-entropy between
T’s prediction on the mapped image and the ground truth label in the loss function of AnchorNet,
as shown in Eq. where 2’ = G(2';604) and 2’ = m(y;0,) © ¥(2;6,) + (1 — m(y;60,)) © 2
represent the resultant images and latent variables after mapping individually. We denote 2’ as “an-
chor”. These anchors are in the teacher domain D;. T is hence more confident about its prediction
on them and can thus provide more useful information for distillation.

For simplicity, the portion of invariant dimensions in z is preset by a,. Li,, regulates it based on
the absolute error between the /;-norm and the desired number of ones in the mask m.

Liny(y) = |(1 — aq) - Nz — [[m(y; 0a) |1 (10
6, = arg n{}in Lanchor = arg n;in E(zyy~p, (U@ T) 4 Liny(y) + Ba - CE(T(2"56;),y)| (11)

a
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Figure 3: Different mixup samples generated in Module 3 for DSLR in Office-31, controlled by the
stage factor f € [0, 1]. The value of f determines the proximity of the samples to D; and D,. A
smaller value of f indicates that the samples are closer to the teacher domain D;, while a larger
value of f indicates that the samples are closer to the student domain Dj.

4.3 MODULE 3: MIXUP LEARNING

This module is a process of knowledge distillation using D and mixup data provided by AnchorNet.
To be specific, for an arbitrary image x in D, Encoder F(-;6.) encodes it to z and AnchorNet
(m,1);0,) maps it to z’. Mixup Learning utilizes the mapping from 2’ to z to generate a series
of images that evolves during the training process. The evolution is governed by a stage factor
f, which is given by a monotonically non-decreasing scheduler function F(-;a,b) : N — [0, 1].
Parameter a controls the rate of the change of mixup images, while b determines their starting point.
These parameters adhere to the property F'(a - fEpoch; a,b) = 1 and F(0;a,b) = b, where $Epoch
represents the total number of training epochs. The mixup samples are formulated as shown in Eq.
[12] Figure[3]vividly illustrates the mixup samples provided.

— (L) G((1=f) -2+ [-20,)+fa (12)
As the latent variable evolves from 2’ to z, the mixup samples evolve from D, to D,. Consequently,
at the beginning of training, the teacher model 7" exhibits more certainty regarding the samples and
can provide more valuable knowledge. As training progresses, 7' becomes less certain about its
predictions, which thus encourages the student model to learn more from the student-domain data.

Table 1: Test accuracies (%) of distilling ResNet34 to MobileNet-V3-Small on Office-31. The row
“Settings” implies the arrangement of domains. For instance, “Amazon, Webcam—DSLR” indicates
that 7" is trained on Amazon and Webcam, S is to be adapted on DSLR. The first row of Teacher
is T"’s performance on Dy, while the second row is that on Ds. The “+” mask signifies that these
methods are fine-tuned on the student domain after applying the respective methods.

Office-31: resnet34 — mobilenet_v3_small

Settings Amazon, Webcam—DSLR Amazon, DSLR— Webcam DSLR, Webcam— Amazon
Acc Acc@3 Acc@5 Ace Acc@3 Acc@5 Ace Acc@3 Acc@5
9222 96.1 97.0 93.1 96.2 97.3 97.7 99.6 99.8
Teacher
67.1 82.6 88.0 60.0 77.5 82.5 15.2 26.1 36.0
DFQ+ 80.44+5.7 93.3+4.1 96.442.1 86.54£57 97.5+£2.0 99.0+1.0 46.6+4.5 67.6+24  76.54+29
CMI+ 67.1+3.5 86.6+43 929+3.0 70.04+53 88.0£5.1 943+2.1 359423 56.1£5.1  65.0%5.6
DeeplInv+ 65.9+6.3 847449  90.6+£3.8 70.0+54 91.5£05 94.8+1.6 365444 56.1£5.1 66.3+3.3
w/o KD 63.5+7.9 847445 902437 827454 96.0£19 98.3+0.7 529434 72.5+£3.6 79.9+2.2
ZSKT+ 333459  553+11.8 6594115 33.0+£8.1 553+£14.3 66.8+16.2 237453  42747.1 537459
PRE-DFKD+  68.3+19.5 87.84+143 91.8+£13.3 66.5420.9 82.0£17.3 8894129 2844133 46.4+19.0 559420.8
Ours 84.3+3.1 9494+2.6 97.6+0.8 87.8+7.6 96.3+£1.8 99.5+0.7 588+3.7 73.7+£2.1 79.7£1.5

5 EXPERIMENTS

5.1 EXPERIMENTAL SETTINGS

The proposed method is evaluated on 3 datasets Office-31 (Saenko et al., 2010), Office-Home
(Venkateswara et al.| [2017), and VisDA-2017 2017). These datasets consist of mul-
tiple domains and are hence appropriate to our study.

Office-31 This dataset contains 31 object categories in three domains: Amazon, DSLR, and Webcam
with 2817, 498, and 795 images respectively, different in background, viewpoint, color, etc.

Office-Home Office-Home is a 65-class dataset with 4 domains: Art, Clipart, Product, and Real-
World. Office-Home comprises 15500 images, with 70 images per class on average.
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Table 2: Test accuracies (%) of distilling ResNet34 to MobileNet-V3-Small on dataset Office-Home.
A, C, P, and R refer to Art, Clipart, Product, and Real-World respectively.

Office-Home: resnet34 — mobilenet_v3_small

Settings ACP—R ACR—P APR—C CPR—A

Acc Acc@3 Acc@5 Acc Acc@3 Acc@5 Acc Acc@3 Acc@5 Acc Acc@3 Acc@5

89.4 932 94.5 88.6 925 93.8 66.7 75.8 79.6 90.9 94.4 95.4
Teacher
30.3 46.7 552 35.8 534 60.8 24.7 40.6 48.7 19.6 312 39.1
DFQ+ 333+13 51.7£14 60.7£1.7 60.0+3.8 758429 81.84+2.6 50.6+28 67.7+£28 752+1.6 21.0+3.4 31.843.5 40.3%2.5
CMI+ 164£12 29.04£04 37.04+0.7 48.84+1.5 63.9+1.4 703+1.6 353+19 512420 584417 13.443.0 214427 27.5+28
DeeplInv+ 154+£1.7 28.6+1.8 36.442.1 47.842.1 62.94+2.2 70.7+22 369+25 525+34 60.5£2.9 13.04+2.1 223424 27.5+2.1
w/o KD 325438 484438 57.6+£33 59.942.0 772414 82.6+0.8 499+14 67.0+£1.6 73.6+1.1 16.8+2.1 289415 364423
ZSKT+ 155433 29.74+4.4 385445 11.945.6 23.5+9.5 32.0+109 7.842.9 19.54+53 275467 79+3.1 17.6+3.6 26.7+3.0

PRE-DFKD+ 223437 369450 449452 344495 5244112 60.5+£11.0 384+£79 57.9411.2 6544111 9.0£2.7 204437 27.5+£5.0

Ours 352425 534420 62.8+18 65.3+£1.6 79.3+14 84.1+2.0 534+3.0 703+14 76.6+1.4 21.244.7 334438 41.7+4.6

Table 3: Test accuracies (%) of distilling ResNet34 to MobileNet-V3-Small on dataset VisDA-2017.
Methods are adapted on the validation domain and tested on the test domain. The first column of
Teacher is the results in the train domain, while the second row is those in the validation domain.

VisDA-2017 (train— validation): resnet34 — mobilenet_v3_small

Settings Teacher DFQ+ CMI+ DeepInv+ w/o KD ZSKT+ PRE- Ours
DFKD+
Acc 100.0 12.1 534+£10  495+1.3 47.6£09  50.7+0.9 48.4+£3.5 549+£1.0  55.5+0.3
Acc@3 100.0 345 80.2+0.6 77.2+£1.1 75.5£0.7 78.7£0.7 77.5£2.6 81.4+1.0  82.1£0.2
Acc@5 100.0 54.7 89.0+0.4 88.1+0.7 87.3+0.6 89.3+0.4 88.9+1.2 90.6£0.6 91.3+0.1

VisDA-2017 VisDA-2017 is a 12-class dataset with over 280000 images divided into 3 domains:
train, validation, and test. The training images are simulated images from 3D objects, while the
validation images are real images collected from MSCOCO (Lin et al.,[2014).

Main experiments adopt ResNet34 (He et al., 2016) as the teacher model and MobileNet-V3-Small
(Howard et al.l 2019) as the student model. Usually, teacher models are trained with more data
samples (maybe from multiple sources) than student models. To better align with real-world
scenarios, all domains are utilized for training the teacher model 7', except for one domain
that is reserved specifically for adapting the student model S. Since Office-31 and Office-Home
do not have official train-test splits released, for evaluation purposes, the student domain D, of these
two datasets is divided into training, validation, and testing sets using a seed, with proportions set
at 8:1:1 respectively. As to VisDA-2017, we split the validation domain into 80% training and 20%
validation and directly use the test domain for test. The performance of our methods is compared
with baselines using top 1, 3, and 5 accuracy metrics.

Given that OOD-KD is a relatively novel problem, there are no readily available baselines. Instead,
we adopt state-of-the-art DFKD methods, including DFQ (Choi et al., [2020), CMI (Fang et al.,
2021b), Deeplnv (Yin et al., [2020), ZSKT (Micaelli & Storkey, 2019), and PRE-DFKD (Binici1
et al.| [2022), and fine-tune them on the student domain. One more baseline “w/o KD” is to train the
student model S without the assistance of 7', starting with weights pre-trained on ImageNet (Deng
et al.l 2009). To ensure stability, each experiment is conducted five times using different seeds, and
the results are reported as mean =+ standard variance.

Due to limited space, we leave hyperparameter settings, full ablation results, and combination
with other baselines (like Domain Adaptation methods) to Appendix [B]and [C|

5.2 RESULTS AND OBSERVATIONS

Our main results are summarized in Table[I] [2] and [3] Extensive experiments solidly substantiate
the stability and superiority of our methods. In this section, we will discuss the details of our results.

Larger domain shift incurs larger performance degradation. It is evident that all the teacher
models experience significant performance degradation when subjected to domain shift. The extent
of degradation is directly proportional to the dissimilarity between the student domain Dy and the
teacher domain D;. For instance, in Office-Home, Art is the most distinctive domain, it is signif-
icantly different from other domains. As a result, in the CPR—A setting, the performance of the
teacher model 7' exhibits the largest decline, with an approximate 70% drop absolutely. The same
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phenomenon can be observed in VisDA-2017, where the train domain is 3D simulated images, but
the others are real-world photographs. Moreover, the problem of performance degradation can be
amplified by the imbalance amount of training data between 7" and S. Usually, we assume that
teacher models are trained with more data samples. When the assumption violates, like DW —
A in Office-31, where the Amazon domain is larger than the sum of other domains, the issue of
performance degradation becomes more prominent.

DFKD methods are unstable but can be cured with more data samples. It is worth noting that
the standard variance of each method, in most settings, is slightly high. This observation can be
attributed to both the inherent characteristics of DFKD methods and the limited amount of data for
adaptation. As DFKD methods train a generator from scratch solely based on information provided
by the teacher model, their stability is not fully guaranteed. Although the remedy to it goes beyond
our discussion, it is worth noting that as the amount of data increases (Office-31 (5000) to VisDA-
2017 (28000)), these methods exhibit improved stability (Office-31 (7.6) to VisDA-2017 (0.3)).

AnchorNet DOES change the domain of data samples. To make sure AnchorNet does enable T’
to provide more useful information, we observe the mixup data samples in Mixup Learning Module
under the setting Amazon, Webcam — DSLR (AW — D) in Office-31, as shown in Figure[3] These
domains exhibit variations in background, viewpoint, noise, and color. Figure [I] gives a few exam-
ples in Amazon (the right up) and DSLR (the right bottom). Obviously, Amazon differs from other
domains — the background of the samples in it is white. In AW — D, when f = 0 the images are
closer to D, with white backgrounds (Amazon has more samples than Webcam). As f goes larger,
the mixup samples get closer to D, depicting more features of DSLR.

5.3 ABLATION STUDY

To further validate the effectiveness of our methods, we perform ablation experiments from three
perspectives: Framework, Hyperparameter, and Setting. In line with our main experiments, each
experiment is conducted five times with different seeds to ensure the reliability of the results. For
simplicity, we focus on Amazon, Webcam — DSLR setting in Office-31.

(a) Ablation study on the framework of our method.

Framework Ablation: Amazon, Webcam — DSLR (b) Ablation study (Acc) on different T" — S pairs.

Method Acc Acc@3 Acc@5 Setting Ablation: Amazon, Webcam — DSLR
M1 33.745.1 56.148.1 68.623.1 T — Spair 34— mb 150 —>rl8 134 —sf 134 —ef
MI+M2+M3 801457 92.3+4.1 96.4+2.1 DFQ+ 80457 875457 863424 902446
(wlo Mixup) 4641 £0.61 3621 £4.04 2781 £1.04 w/o KD 63.5£7.9 84.34+4.8 79.61.8 85.144.7
M1LM3 2§;Tsi:fé¢ zg;rsi:fgi Ug;lli:g(ll PRE-DFKD+ 68.3£19.5 79.24£5.6 87.945.1 83.944.9
> : > : - : Ours 843431 8821443  88.6+51 918435

v TR i o

5.3.1 FRAMEWORK ABLATION

Here, we evaluate the effectiveness of our modules. Framework ablation studies traditionally involve
masking parts of the proposed modules for experimental purposes. Yet, it is essential to recognize:
1. Module 1 is fundamental to our method and is non-removable; 2. Module 2 serves to support
Module 3. There is no need to test the results only with Module 1&2. Hence, our investigation
focuses on the outcomes absent Module 2, and absent both Module 2 and 3, denoted as M1+M3
and M1, respectively. Additionally, our analysis dives into Module 3, where we omit the mixup
samples to evaluate their critical role, denoted as M1+M2+M3 (w/o Mixup). It’s worth noting
that there is no need to add one more setting w/o M2 & Mixup here since it makes no difference
to M1+M2+M3 (w/o Mixup). Consequently, we get three distinct ablation scenarios: M1, M1+M3,
and M1+M2+M3 (w/o Mixup). To be specific, in M1, we directly choose S’s best checkpoint in
Module 1 and testit on Dg. In M1+M2+M3 (w/o Mixup), the model trains solely on D,. In M1+M3,
we mask AnchorNet by equating its output 2z’ with its input z and then proceed with the method.

The results are presented in Table[da] The performance improvement between M1 and M1+M2+M3
(w/o Mixup) mainly stems from the supervision of D,. As M1 is a simple DFKD, the striking per-
formance gap underscores the urgent need for solutions to OOD-KD. The considerable enhancement
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(c) Acc@5 on b, a is fixed individually. (d) Acc@5 on a, b is fixed individually.

Figure 4: Grid study on hyperparameter a and b in Module 3. The red line is b = 1.0, meaning no
mixup data. The blue line portrays the performance of various a — b settings. The light blue area
symbolizes the range encompassing mean =+ std.

evidences the efficacy of Module 2 and 3 in remedying domain shifts. The rise in average accuracy
coupled with reduced variance firmly attests to the significance of each component in our method.

5.3.2 SETTING ABLATION

In this study, we change the T' — S pair in our experiments. We additionally employ ResNet50 —
ResNet18 (r50 — r18), ResNet34 — ShuffleNet-V2-X0-5 (r34 — sf) and ResNet34 — EfficientNet-
BO (134 — ef) in this study. The ResNet50 — ResNet18 pair is a commonly used evaluation pair
in traditional distillation methods, while ShuffleNet and EfficientNet are well-known lightweight
neural networks suitable for edge devices. These pairs are compared with several effective baselines
in our main experiments. The results of this study are displayed in Table which confirm the
effectiveness of our methods across different teacher-student distillation pairs.

5.3.3 HYPERPARAMETER ABLATION

In this ablation study, our primary focus is on two hyperparameters, namely a and b in Module 3,
which govern the speed and starting point of the mixup data samples. We perform a grid study on
the values of @ and b within their domain [0, 1], with a step size of 0.05. Since a = 0 is useless but
causes the division-by-zero problem, we set the minimum value of a to step size 0.05.

Detailed results are depicted in Figure 4l Due to the limited space, we present only a portion of
a — b assignments here, with more results included in Appendix |C| The red line in the figures
represents the baseline, wherein no mixup data but only raw images are provided. Notably, the blue
line consistently surpasses the red line over the majority of the range, testifying to the effectiveness
of our method. Both Figure 4al and 4c|demonstrate a slight decrease in performance as b increases,
suggesting that an excessively large assignment of b is not preferred.

6 CONCLUSION

In this work, we dive into the problem of Out-of-Domain Knowledge Distillation to selectively
transfer teachers’ proper knowledge to students. Further, we propose a simple but effective method
AuG-KD. It utilizes a data-driven anchor to align student-domain data with the teacher domain and
leverages a generative method to progressively evolve the learning process from OOD knowledge
distillation to domain-specific information learning. Extensive experiments validate the stability
and superiority of our approach. However, it is worth emphasizing that the research on OOD-KD
is still in its early stages and considered preliminary. Therefore, we encourage further attention and
exploration in this emerging and practical field.
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A METHOD DETAILS

Our proposed method consists of three main modules. Data-Free Learning Module serves as the
cornerstone of the entire approach. It trains a teacher domain D;’s generator G(+;0,) : Z — X and
encoder E(-;0.) : X,Y — Z and warmups the student model S in advance. In Anchor Learning
Module, a mapping is established within the latent space Z that aligns the distribution of Dy to
that of Dy, taking into account the uncertainty metric provided by 7'. Finally, in Mixup Learning
Module, the mapping obtained in Anchor Learning Module is employed to generate synthetic data
of D; and mixuped with D,. The pseudo-code of our proposed method is displayed in Algorithm [I]

Algorithm 1: Pseudo-code of our proposed method

Input: Student domain data Dy, Batch size b, Latent size IV,
Output: Optimized S(-;6)
/* Data-Free Learning Module, trains G(-b,),E(6.),S(:;0s) */
Sample 2, from normal distribution, with size (100, N,);
for i < 1 to tepoch do

Sample zy from normal distribution with size (b, N.,);

Compute Lgenerator and update 0;

for _< 1t 5do

‘ Compute Lencoder’ Lstudent and update 665 et;

end
Evaluate G(-;6,), E(;6.),S(-; 0s) with 2,1, save the best parameter;
end
/* Anchor Learning Module, trains (m,;6,) */

for i < 1 to ffepoch do
for (x,y) € Dy’s training set do
z < E(z,y;6e);
24— m(y;6.) ©(2;0.) + (1 —m(y;04)) © z;
' — G(Z';0,);
Compute Lanchor and update 6,
end
Evaluate (m, 1; 0,) with D,’s validation set, save the best parameter;

end
/* Mixup Learning Module, trains S(-;6;) */
for i « 1 to ffepoch do
for (z,y) € Dy’s training set do
f+ F(i—1;a,b);
Tm— (1 —=f)-G(f -2+ A —=f) 26y + [z
(x,y) < (z||xm,y||ly)/* Concatenate two batches */
Compute Lgtydent With newly get (x, y) and update 6
end
Evaluate S(+; 05) with Dy’s validation set, save the best parameter;

end

In Anchor Learning Module, we integrate the mask operator m and the mapping function v into
a lightweight neural network AnchorNet. Concretely, the network is implemented with Pytorch as
shown in Code[A] In a forward pass, we first embed the class label to get the class-specific mask and
then map the latent variable back to D;. To retrain domain-invariant information during mapping,
we combine the mapped latent variable with the original one with the help of the class-specific mask.

class AnchorNet (nn.Module) :
"""AnchorNet

Args:

latent_size (int): Latent dimensionality
num_classes (int): Number of classes
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The

AnchorNet module takes an input tensor and a label tensor as input.

It embeds the class labels, generates a mask based on the embedding,
masks the input, and passes it through a CNN module.

The CNN module consists of 1D convolutional and linear layers.
The weights are initialized from a uniform distribution in __ init__ .
The forward pass:
1. Embeds class labels
2. Generates mask from label embedding
3. Masks input tensor
4. Passes masked input through CNN module
5. Returns masked output and mask tensor
mmon
def _ init_ (self, latent_size: int, num_classes: int):
super () .__init__ ()
self.num_classes = num_classes
self.embed_class = nn.Linear (num_classes, latent_size)
self.mask = nn.Sequential (
nn.Linear (latent_size, latent_size),
nn.Linear (latent_size, latent_size),
nn.Linear (latent_size, latent_size),
nn.BatchNormld (latent_size),
nn.Sigmoid(),
Lambda (lambda x: x - 0.5),
nn.Softsign (),
nn.ReLU ()
)
self.module = nn.Sequential (
View(l, -1),
nn.Convld(1l, 4, 3, 1, 1),
nn.BatchNormld(4),
nn.LeakyReLU(),
nn.Convld(4, 8, 3, 1, 1),
nn.BatchNormld(8),
nn.LeakyReLU(),
nn.Convld(8, 4, 3, 1, 1),
nn.BatchNormld(4),
nn.LeakyReLU(),
View(-1),
nn.Linear (4 x latent_size, latent_size),
)
(initializations)
def forward(self, inputs: Tensor, =xxkwargs) —-> Tuple[Tensor, Tensor]:
y = self.embed_class (one_hot (kwargs|[’labels’], self.num classes))
mask = self.mask (y)
masked_inputs = inputs x mask
z = self.module (masked_inputs)

return masked_inputs * z + (1 - masked_inputs) x inputs, mask
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In Mixup Learning Module, the generation of mixup samples is controlled by a monotonically non-
decreasing scheduler function F'(-;a,b) : N — [0, 1], which is parameterized by a and b. Parameter
a controls the rate of the change of mixup images, while b determines their starting point. These
parameters adhere to the property F'(a - fEpoch; a,b) = 1 and F'(0; a, b) = b. The idea of scheduler
function draws inspiration from Curriculum Learning (Wang et al., 2019). All of our experiments
directly adopt the simplest linear scheduler function:

1-b

Flzab) = ———
(w50,5) a - Epoch

- min(max(z,0),a - {Epoch) +b

B EXPERIMENT DETAILS

Each experiment is conducted using a single NVIDIA GeForce RTX 3090 and takes approximately
1 day to complete.

B.1 HYPERPARAMETERS AND TRAINING SCHEDULES

We summarize the hyperparameters and training schedules of AuG-KD on the three datasets in
Table[3l

Table 5: Hyperparameters and training schedules of AuG-KD.

Dataset | Parameters \ Setting
GPU NVIDIA GeForce RTX 3090
Optimizer Adam
Learning Rate (except Encoder) le-3
Learning Rate (Encoder)GPI le-4
Offie-31 Batch size 2048
Office-Home N, § 256
VisDA-2017 Image Resolution 32x32
seed {2021,2022,- - - 2025}
oy 20
Qe 0.00025
[ 0.25
Ba 0.1

Notably, the temperature of the KL-divergence in Module 3 is set to 10. As to baselines, we adopt
their own hyperparameter settings. During the fine-tuning stage of each baseline, the standard setting
involves 200 epochs, with a learning rate of le-3 and weight decay of le-4. Slight adjustments for
optimal results are granted.

Module 3 is determined by two significant hyperparameters a and b, which control mixup data’s
evolution speed and starting point. In the section of the ablation study, we have demonstrated that
most a — b settings are effective. For reproducibility, we provide detailed a — b assignments in our
main experiments in Table [6]

Table 6: Detailed a — b assignments in our main experiments. The column Setting gives the domains
T and S use. In Office-31, A means Amazon, W means Webcam, and D means DSLR individually.
In Office-Home, A means Art, C means Clipart, P means Product, and R means Real-World indi-
vidually.

a — b Setting in Main Experiments

Dataset Setting a b
AW—D 0.6 0.2

Office-31 AD—W 0.4 0.6
DW—A 0.8 0.2

ACP—R 0.4 0.6

ACR—P 0.8 0.2

Office-Home APR—C 0.8 02
CPR—A 0.8 0.2

VisDA-2017 train— val 0.8 0.2
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Figure 5: Visualization Results on z

C ADDITIONAL RESULTS

C.1 VISUALIZATION ON MASK PROVIDED BY ANCHORNET

In Module 2, AnchorNet integrates the mask operator m and the mapping function v into a
lightweight neural network. The mask is class-specific and plays a crucial role in retaining
domain-invariant knowledge in the latent space. To vividly demonstrate the effectiveness of the
mask, we conduct t-SNE (van der Maaten & Hinton) 2008)) on the latent variables and the masked
version of them. To be specific, we use AnchorNet and Encoder trained under the setting AW—D
in Office-31 and select 32 images for each class (31 classes in total). For each image (z,y), we
encode it to get the latent variable z = F(z; 6, ), and obtain the class-specific mask m(y; 6,). Next,
we obtain the masked latent variable 2’ = (1 — m(y;0,)) ® z. The t-SNE results on z and 2’ are
displayed in Figure [5] and [6] Each displays a distribution of data points plotted against two t-SNE
components. The points are colored and shaped differently to represent different classes within the
latent space.

In Figure 5] the distribution is quite mixed, with no distinct clusters or separation between the
different classes. In contrast, in Figure [6] after applying mask operation on the latent variables,
there appears to be a more distinct separation between different classes. Clusters of the same shapes
and colors are more evident, indicating that the mask operation has enhanced the class-specific
knowledge within the latent space.

C.2 FULL ABLATION STUDY RESULTS

In previous sections, we thoroughly examined the impact of various assignments of a and b on
the overall performance. For the sake of limited space, we only demonstrate part of the results
previously. Full results are provided in Figure [7{I2] The red line in the figures represents the
baseline, wherein no mixup data but only raw images are provided. These results are in alignment
with the observations before. Notably, the blue line consistently surpasses the red line over the
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Figure 7: Grid study on hyperparameter a and b in Module 3. The red line is b = 1.0, meaning no
mixup data. The blue line portrays the performance of various a — b settings. The light blue area
symbolizes the range encompassing mean =+ std. This figure is the ablation results of Acc@1 on b

with a fixed individually.

majority of the range. Most a — b assignments provide effective mixup samples that better transfer
the knowledge of the teacher model.
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Figure 8: Acc@1 on b, a is fixed individually.
o000 a=0.05 o000 a=0.10 o000 a=0.15 L o0o a=0.20 L o00 a=025
0.975 0.975 0.975 0.975 0.975
0.950 0.950 0.950 0.950 0.950
0.925 0.925 0.925 0.925 0.925
090050 025 050 075 100 ***%.60 025 050 075 100 ***%00 025 050 0.75 100 “**% 00 025 050 075 100 “**%00 025 050 0.75 100
1000 a=0.30 000 a=035 L o0o a=0.40 000 a=045 © 000 a=0.50
0.975 0.975 0.975 0.975 0.975
0.950 0.950 0.950 0.950 0.950
0.925 0.925 0.925 0.925 0.925
0'9000.00 0.25 0.50 0.75 1.00 0'90(}0.00 0.25 0.50 0.75 1.00 0'9000.00 0.25 0.50 0.75 1.00 0'9000.00 0.25 0.50 0.75 1.00 0'9000.00 0.25 0.50 0.75 1.00
1,000 a=0.55 1,000 a=0.60 1000 a=0.65 1000 a=0.70 1000 a=0.75
0.975 0.975 0.975 0.975 0.975
0.950 0.950 0.950 0.950 0.950
0.925 0.925 0.925 0.925 0.925
0'900().0() 0.25 0.50 0.75 1.00 0'900().0() 0.25 0.50 0.75 1.00 O'QOG().O(] 0.25 0.50 0.75 1.00 0'9000.0[] 0.25 0.50 0.75 1.00 0'9000.0[] 0.25 0.50 0.75 1.00
000 a=0.80 o000 a=0.85 o000 a=0.90 L o0o a=0.95 000 a=1.00
0.975 0.975 0.975 0.975 0.975
0.950 0.950 0.950 0.950 0.950
0.925 0.925 0.925 0.925 0.925
0'90(\0.00 0.25 0.50 0.75 1.00 0'90(\0.00 0.25 0.50 0.75 1.00 0'90(\0.00 0.25 0.50 0.75 1.00 0":)OOO.OO 0.25 0.50 0.75 1.00 0'90()0.00 0.25 0.50 0.75 1.00
Figure 9: Acc@3 on b, a is fixed individually.
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Figure 10: Acc@3 on a, b is fixed individually.
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Figure 11: Acc@5 on b, a is fixed individually.
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Figure 12: Acc@5 on a, b is fixed individually.
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C.3 COMBINATIONS WITH MORE METHODS

Although the mainstream of Data Free Knowledge Distillation lies in the generation methods, i.e.,
they rely on a generator to generate teachers’ training data for compensation (Li et al.,[2023)), there
exist some sampling methods relying on the tremendous unlabeled data samples in the wild. For
example, DFND (Chen et al., 2021) identifies images most relevant to the given teacher and tasks
from a large unlabeled dataset, selects useful data samples and finally uses them to conduct super-
vised learning to the student network with the labels the teacher give. ODSD (Wang et al.,|2023b)
sample open-world data close to the original data’s distribution by an adaptive sampling module, in-
troduces a low-noise representation to alleviate the domain shifts and builds a structured relationship
of multiple data examples to exploit data knowledge.

When discussing the problem of OOD-KD, some readers might come up with Source-Free Domain
Adaptation (Huang et al. 2021} [Pei et al., [2023; Ding et al., 2022)), a specific setting in Domain
Adaptation. Although it falls beyond the scope of our current work, for the sake of rigor, we now
highlight the differences between OOD-KD and SFDA.

SFDA assumes the absence of training data for the source models, which is akin to the scenario
of the teacher model in OOD-KD. However, SFDA does its adaptation on the source model and
assumes that the target model shares the same framework as the source model. The difference
between source model (teacher model) and target model (student model) in the framework makes
integrating teachers’ knowledge into the SFDA framework remains an open problem. Moreover,
some SFDA methods involve specific modifications to the backbone model, which violates the
immutability of the teacher model in OOD-KD. For example, approaches like SHOT (Liang
et al.,[2020) and SHOT++ (Liang et al., 2022) divide the backbone model into feature extractor and
classifier, sharing the classifier across domains. SFDA methods like C-SFDA (Karim et al.| [2023)
utilize confident examples for better performance. Their performance is limited when deploying
to resource-constrained edge devices. What’s worse, some SFDA methods base their methodology
only on ResNet series models (Yang et al., 2021} [Kundu et al., 2022}, which is inapplicable to most
lightweight neural networks.

Table 7: Results of SFDA, DFKD methods, and our proposed method. * means additional distilla-
tion progress is applied to this method.

Office-31: Amazon, Webcam — DSLR

Method Acc Acc@3 Acc@5
DFQ+ 80.4+5.7 93.3+4.1 96.4+2.1
CMI+ 67.1+£3.5 86.6+4.3 92.9+43.0

DeepInv+ 65.946.3 84.74+4.9 90.6+3.8
w/o KD 63.54+7.9 84.74+4.5 90.243.7
ZSKT+ 333459 553+£11.8 65.9+11.5

PRE-DFKD+ 68.3+19.5 87.8+14.3 91.8+13.3

DFND+ 59.6+7.2 78.449.6 88.3+4.2

C-SFDA* 62.71+4.8 80.847.0 89.446.3

SFDA-DE* 59.64+11.7 83.944.5 89.742.1
U-SFDA* 61.6+6.9 81.6+4.5 90.6+3.8
Ours 84.3+3.1 94.9+2.6 97.6+£0.8

We demonstrate the results of some splendid SFDA methods (C-SFDA (Karim et al., 2023)), SFDA-
DE (Ding et al., [2022))), Uncertainty-SFDA (U-SFDA) (Roy et al.,2022) under the setting Office-31
Amazon, Webcam — DSLR in Table Since in OOD-KD, T remains immutable, adaptation is
adopted to .S directly. As SFDA methods do not make use of ground truth labels or teachers’ knowl-
edge, in order to align with our methods, we apply additional distillation progress after employing
them. However, S suffers great performance degradation confronted with domain shift, similar to
that observation of 7" in main experiments. Consequently, they cannot be fully exploited, resulting
in inferior performance compared to DFKD methods.
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