
Supplementary Material for
BLINK-Twice: You see, but do you observe?

A Reasoning Benchmark on Visual Perception
This supplementary material provides additional details omitted from the main paper due to space1

limitations. It includes a more comprehensive description of the dataset (Section A), covering2

data collection, comparisons with existing datasets, and additional visualizations. We also present3

extended experimental details (Section B), including the full list of evaluated models, the computation4

of evaluation metrics, analysis of multimodal reasoning paradigms, and more qualitative visual results.5

Finally, we discuss the limitations of our method (Section C).6

A Supplementary Dataset Details7

A.1 Data Collection8

Figure 3 illustrates our data collection pipeline. We began by gathering approximately 15,000 raw vi-9

sual illusion image pairs from various online sources. However, most of these samples depict classical10

illusions—such as geometric, color, and brightness illusions—which are not aligned with our focus11

on visual reasoning in natural scenes. To address this, we employed GPT-4o [13] to automatically12

classify and filter the collected images, removing most classical illusion samples. This filtering step13

reduced the dataset to just over 600 images. We then conducted a manual quality inspection to ensure14

visual clarity, reasoning feasibility, and balanced coverage across different perceptual challenge types.15

The crowdsourcing process complied with local regulations and compensation standards. As a result,16

we curated a final dataset of 345 high-quality image pairs for BLINK-Twice.17

Figure 1: Data collection and filtering process.

The raw image samples were collected from the following publicly available online sources. Among18

these, we would like to especially thank the Bilibili user1 whose contributions played a significant19

role in enriching our dataset with diverse visual illusions.20

• https://pixabay.com/images/search/optical%20illusion/21

• https://www.msn.com/en-us/lifestyle/travel/24-weird-pics-of-optical22

-illusions-in-real-life/ss-BB1nzpZN#image=323

• https://www.boredpanda.com/funny-optical-illusions/24

• https://space.bilibili.com/354677250064640125

1https://space.bilibili.com/3546772500646401
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• https://www.gettyimages.co.jp/search/2/image?phrase=nature+optical+i26

llusion27

• https://www.istockphoto.com/jp/search/2/image-film?page=2&phrase=op28

tical+illusion29

• https://cheezburger.com/8918533/27-images-of-weird-perspective-tha30

t-produced-real-life-optical-illusions31

• https://www.pinterest.com/pin/natural-optical-illusion--5181251321032

8101056/33

• https://www.shutterstock.com/zh/search/natural-illusions?dd_referrer34

=https%3A%2F%2Fwww.google.com%2F35

• https://stock.adobe.com/search?k=illusion+nature36

A.2 Dataset comparison37

To further distinguish BLINK-Twice from existing benchmarks, we present a detailed comparison38

in Figure 2. The left side of the figure illustrates a two-dimensional distribution of datasets. Most39

reasoning-focused benchmarks are concentrated along the vertical axis, emphasizing deep reasoning40

in domains such as mathematics and science. However, these datasets place limited demands on visual41

perception, as images often serve merely as background to support textual reasoning. In contrast,42

perception-centric datasets lie along the horizontal axis. They focus on tasks such as image captioning,43

object counting, and basic visual question answering. These benchmarks require strong perceptual44

capabilities but lack reasoning depth. While they challenge models in visual recognition, they do45

not adequately assess the integration of perception and logical reasoning. BLINK-Twice occupies a46

middle ground between these two axes. It is designed to evaluate models’ visual reasoning capabilities47

by requiring both accurate perception and thoughtful inference over complex real-world images. This48

positions BLINK-Twice as a bridge between visual perception and reasoning benchmarks.49

The right side of the figure 2 provides a structured comparison between BLINK-Twice and three50

categories of existing benchmarks: Illusion, Vision, and Reasoning. Compared to datasets such as51

GVIL and IllusionVQA, which focus on classical optical illusions (e.g., geometric, brightness, and52

depth illusions), BLINK-Twice emphasizes perceptual challenges arising in real-world scenarios.53

Unlike hallucination-centered studies like HALLUSION Bench—which highlight errors caused by54

language model pretraining biases—BLINK-Twice focuses on errors stemming from limitations55

in visual perception and understanding, not merely linguistic hallucinations. Moreover, BLINK-56

Twice incorporates natural adversarial examples that require models to engage in fine-grained visual57

analysis. Each sample includes annotated reasoning chains, enabling comprehensive evaluation of58

model performance in terms of reasoning quality, stability, and efficiency—not just final answer.59

Figure 2: Comparison between BLINK-Twice and existing multimodal benchmarks. The left plot
illustrates the distribution of benchmarks along two dimensions: visual perception demand and
reasoning depth. The table on the right highlights key differences between BLINK-Twice and
representative datasets from the Illusion, Vision, and Reasoning categories.
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A.3 More data visualizations60

Figure 3 presents representative examples from the BLINK-Twice dataset. Images labeled as “1”61

correspond to the original visual challenge samples, while those labeled as “2” are natural adversarial62

counterparts generated from the originals. The accompanying text below each image pair highlights63

key scoring points that models should focus on during reasoning, including critical visual cues and64

the underlying semantic truth of the scene.65

Figure 3: Representative Examples and Key Reasoning Clues in the BLINK-Twice Dataset.
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B Additional Experimental Analysis66

B.1 Evaluation Model67

We benchmark a broad range of models on the BLINK-Twice dataset to assess their capabilities in68

visual reasoning tasks. Our evaluation includes 12 foundational multimodal models and 8 reasoning-69

enhanced models with chain-of-thought capabilities. For open-source models, we select representative70

and high-performing MLLMs such as the InternVL series [5, 4, 3], the Qwen series [18, 19, 16], and71

the reasoning-focused MM-EUREKA model built upon them [12]. For closed-source models, we72

evaluate advanced commercial systems including the Claude series [1, 2], Gemini series [6, 7, 8],73

and the GPT series [13, 14]. A detailed list of the evaluated models is provided below. Proprietary74

models are evaluated via API calls, while open-source models are tested either through API access or75

locally using dual A100 GPUs. All models are the latest available versions as of April 2025.76

Model Family Model Version Parameters Links

Open-sourced

InternVL

InternVL2-8B 8B https://huggingface.co/OpenGVLab/InternVL2-8B

InternVL2-26B 26B https://huggingface.co/OpenGVLab/InternVL2-26B

InternVL2-40B 40B https://huggingface.co/OpenGVLab/InternVL2-40B

InternVL2.5-8B 8B https://huggingface.co/OpenGVLab/InternVL2_5-8B

Qwen

Qwen2-VL-72B 72B https://huggingface.co/Qwen/Qwen2-VL-72B-Instruct

QVQ 72B https://huggingface.co/Qwen/QVQ-72B-Preview

Qwen2.5-VL-7B 40B https://huggingface.co/Qwen/Qwen2.5-VL-7B-Instruct

Qwen2.5-VL-32B 40B https://huggingface.co/Qwen/Qwen2.5-VL-32B-Instruct

Qwen2.5-VL-72B 8B https://huggingface.co/Qwen/Qwen2.5-VL-72B-Instruct

MM-Eureka
MM-Eureka-8B 8B https://huggingface.co/FanqingM/MM-Eureka-8B

MM-Eureka-Qwen-7B 7B https://huggingface.co/FanqingM/MM-Eureka-Qwen-7B

Closed-sourced

Gemini

Gemini-1.5-Flash N/A https://ai.google.dev/gemini-api/docs/models/gemini#
gemini-1.5-flash

Gemini-2.0-flash N/A https://ai.google.dev/gemini-api/docs/models/gemini#
Gemini-2.0-flash

Gemini-2.0-flash-thinking N/A https://ai.google.dev/gemini-api/docs/models/gemini#
gemini-2.0-flash-thinking-exp-1219

Claude
Claude-3.5-Sonnet N/A https://docs.anthropic.com/en/docs/about-claude/mode

ls

Claude-3.7-Sonnet N/A hhttps://docs.anthropic.com/en/docs/about-claude/mode
ls

OpenAI
GPT-4o N/A https://platform.openai.com/docs/models/gpt-4o

o1 N/A https://platform.openai.com/docs/models/o1

77

B.2 Evaluation Metric78

BLINK-Twice adopts a VQA-style question-answering format, and we use accuracy as the primary79

evaluation metric. The accuracy is calculated as:80

Accuracy =
Ncorrect

Ntotal
× 100%

81 where Ncorrect denotes the number of correctly answered questions and Ntotal is the total number of82

questions. In addition, inspired by the NaturalBench setup [10], we introduce three hierarchical83

metrics for evaluating model robustness under natural adversarial settings: Q-Acc (either question in84

a pair is correct), I-Acc (both questions associated with an image are correct), and G-Acc (all four85

questions in a logical group are correct).86

Inspired by recent work on step-by-step reasoning evaluation in large models [9, 17], we propose87

a CoT Score to assess the quality of reasoning chains, leveraging annotated reasoning steps and88

GPT-4o-based evaluation. Our scoring scheme is based on two key criteria: (1) Recognition of89

detailed visual cues (0–1 point), and (2) Accurate inference of the underlying truth (0–1 point).90

Multiple valid reasoning paths are allowed. A concise and logically sound direct answer that correctly91
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Figure 4: Example of CoT-Score Evaluation with Reasoning Outputs and Scoring Results

Figure 5: Correct Answer with Incomplete Reasoning: A Low CoT-Score Case

addresses the visual reasoning challenge can also receive a full score of 2. The final CoT Score is92

normalized to the range [0, 1]. This metric enables a fine-grained assessment of reasoning quality93

beyond simple answer correctness, offering deeper insights into model behavior.94

Figure 4 illustrates a concrete example of our CoT-Score evaluation. The upper-left section presents95

the task description and required inputs for the scoring process, including the reference image and96

the annotated Key Reasoning Steps (Key-Steps), alongside model-generated reasoning outputs to97

be evaluated. The lower section displays the scoring results. Although Gemini-2.0-flash-thinking98

demonstrates step-by-step reasoning, it fails to detect the absence of the bicycle’s front wheel—thus99

missing both the detailed visual clue and the underlying reality. In contrast, GPT-4o correctly100

identifies the missing front wheel. While it omits mention of the Ferris wheel in the background, our101

framework permits diverse reasoning paths, as long as they arrive at the correct factual conclusion.102

Figure 5 presents a case where the model provides a correct answer, yet receives a relatively low103

CoT-Score. This is because the reasoning overlooks key visual cues—such as the large machine in104

the background, the trajectory of the splashing mud, and its proximity to the person—and instead105

focuses on abstract semantic differences between mud and sand.106
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Figure 6: Illustration of Multimodal Reasoning Paradigms: One-Pass, Active Re-Perception, and
Collaborative Perception. This taxonomy draws on insights from [11], which provides an excellent
summary of paradigms in multimodal reasoning.

B.3 Multimodal Reasoning Paradigm107

As illustrated in Figure 6, current paradigms for multimodal reasoning can be broadly categorized108

into three types:109

(a) One-Pass Perception Reasoning: In this setting, the image is encoded only once at the input110

stage using a visual backbone such as CLIP [15], and all subsequent reasoning is performed purely111

within the language modality [11]. The visual component serves primarily as a perception module,112

while the reasoning chain is entirely language-driven. However, for visual reasoning tasks, relying113

solely on language-based intermediate reasoning often proves insufficient.114

(b) Active Re-Perception Reasoning: As shown in Figure 6(b), models re-access the image based115

on textual feedback during the reasoning process. In our multi-turn dialogue setup, for example,116

the model is explicitly prompted to revisit the image before answering. This enforced re-attention117

notably improves performance in models with weaker initial visual capabilities (e.g., Gemini-2.0-118

flash-thinking and Qwen2VL-72B), enhancing their perceptual grounding and reasoning reliability.119

(c) Collaborative Perception Reasoning: In this emerging paradigm (Figure 6(c)), the vision module120

actively participates in reasoning by executing internal visual operations—such as rotation or local121

magnification [20, 11]—rather than passively responding to text prompts. The recently introduced o3122

model by OpenAI demonstrates early signs of this shift, integrating visual interaction as part of its123

reasoning pipeline.124
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The evaluation results on BLINK-Twice reveal clear challenges for models that follow the first125

paradigm, highlighting the need for more active and perceptually grounded visual reasoning. Mean-126

while, BLINK-Twice serves as a comprehensive and systematic benchmark to assess and guide future127

developments in multimodal reasoning.128

B.4 More experimental results129

We further include the detailed metric results corresponding to Fig 4 and 6, which are presented as130

bar charts in the main text. Table 1 demonstrates the advantages of our reasoning model over various131

MLLMs on visual reasoning tasks. Table 2 highlights that under the multi-turn dialogue paradigm,132

models achieve more effective final decisions by re-observing the image across multiple rounds.133

Table 1: Quantitative Comparison of single-
turn / multi-turn dialogue settings.

Model Q-Acc

Si
ng

le
-r

ou
nd Qwen2-VL-72B 0.372

Gemni-2.0-flash 0.360
Qwen-2.5-VL-32B 0.631
Gemni-2.0-flash-thinking 0.503
GPT-4o 0.616

M
ul

ti-
ro

un
d Qwen2-VL-72B 0.452

Gemni-2.0-flash 0.401
Gemni-2.0-flash-thinking 0.527
Qwen-2.5-VL-32B 0.638
GPT-4o 0.565

Table 2: Quantitative Comparison of Reason-
ing Models and MLLMs.

Model Q-Acc

InternVL2.5-8B 0.463
MM-Eureka-8B ✩ 0.461

Qwen2-VL-72B 0.491
QVQ-72B ✩ 0.575

Claude-3.7-sonnet 0.414
Claude-3.7-sonnet-thinking ✩ 0.502

Gemini-2.0-flash 0.525
Gemini-2.0-flash-thinking ✩ 0.542

GPT-4o 0.571
o1 ✩ 0.608

B.5 Case Study134

Figures 7–9 provide an in-depth comparative analysis of GPT-4o, Qwen-VL-72B, QVQ, and Gemini-135

2.0-thinking on visual reasoning tasks, with particular attention to erroneous predictions. This136

analysis is crucial for understanding each model’s reasoning capabilities and limitations. It not only137

identifies current weaknesses but also offers insights for future improvements in model design.138

C Discussion of Limitations139

While BLINK-Twice marks a promising step forward in evaluating multimodal reasoning, particularly140

visual reasoning, it is important to acknowledge several limitations.141

The current categorization of questions is based on the source of visual challenges. Nonetheless,142

incorporating difficulty-level distinctions could provide a more fine-grained understanding of how143

MLLMs address problems of varying complexity. This added dimension may offer deeper insights144

into model generalization and reasoning robustness, which we leave for future work.145

BLINK-Twice currently focuses on image-based reasoning tasks. As model architectures and training146

strategies continue to evolve, future MLLMs are expected to demonstrate enhanced reasoning147

capabilities in temporally dynamic contexts such as video. Expanding BLINK-Twice to support148

video-based visual reasoning would therefore be a meaningful direction.149

Moreover, questions in BLINK-Twice and most existing benchmarks are predominantly in English,150

which limits the evaluation of multilingual MLLMs. While visual content remains constant, reasoning151

chains may vary across languages due to differences in linguistic structure, cultural context, and152

semantic interpretation. Incorporating multilingual visual reasoning tasks would not only increase the153

dataset’s global relevance but also enable a more comprehensive assessment of MLLMs’ linguistic154

diversity and cross-lingual reasoning ability.155

7



8



Figure 7: A sample error case of BLINK-Twice (Do the little girl in the image have very thin legs?).
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Figure 8: A sample error case of BLINK-Twice (Does the child int the image have large muscles ?).
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Figure 9: A sample error case of BLINK-Twice (Is the man’s head resting on the woman’s legs?).
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