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APPENDIX

A PROOF OF THEOREM 1

Theorem 1 Assume the augmented data of each data point is obtained by the model defined accord-
ing to equation - with parameters @ = (f, T, X), and the following holds:

(i) {a € A|pe(a) = 0} has measure zero, where . is the characteristic function of pe.

(ii) The sufficient statistics T; ; are differentiable almost everywhere, and elements in 'T'; are
linearly independent on any subset of Z with non-zero measure, ¥i € [n], j € [k].

(iii) X is di/?‘erentiable, and there exists a data point ) such that the Jacobians of X on it
In(x ) is row full rank.
then if there exists another model defined by Egs. - with parameter 0= (f' T, ):) we have:
T(f~!(a))) = AT(f'(a)) +¢,Vac A (8)
where A and c are constants, and A is invertible.

proof. The proof consists of three steps, in which the first step and the third step are quoted
from (Khemakhem et al., [2020).

Step I. Suppose there exists two sets of parameters & = (f, T, A) and 0 = (f' T, 5\) such that
pe1A(alx) = pp 1 x(alx), ¥(a, x) € (A, X). Then:

/pr(a\z)pT7>\(z|x)dz = /Zpg(a|z)pi5\(z|x)dz 9)
Substitute the expression of pg(alz):
| pela— st = [ pea =g (a0 (10

Transform z into A, denoted as a:
[ pela - aprat @)ix)vols s (a)da - /A pe(a—apgAE @) (@)da (1)
A

This is a convolution on a, and the kernal is p. (a). Use Fourier transformation, and the transformed
a is denoted as w:

Flpra(f (@) x)volJe-1 (a)]es (w) = Flpg 5 (F7" (a)]x) Jp- (a)] e (w) (12)
According to condition (i), ¢- (w) # 0 almost every where. Hence we have:
Flpra(f~! (a)lx)volJi-1 (a)] = Flpg 5 (E7 (2)[x) Jp-1 (a)] (13)
Use the inverse Fourier transformation, we finally obtain:
praE (@) x)volp-1(a) = pp 5 (F (a)[x) S (a) (14)

This result shows that noise fulfilled condition (i) makes no difference theoretically.

Step I1. Substitute the expression of p »(f~1(a)|x) in Eq. , and take the log on the both sides:

log vol.Jz-1 (a) + Z (log Qi (£, (a)) — log Z;(Ai(x)) + Ti(f7(a) T Ai(x))

n (15)
=logvolJ; . (a) + > (log Qu(f;”!(a)) — log Zi(Mi(x) + Tu(f " (2)) TAi(x))
i=1
Take the first derivative with respect to x:
In(0) T (@)=Y I (%) Vi log Zi(Ai) = J5(x) TT(E ()= Jx, (x) " V5, log Zi(A)
i=1 i=1
(16)
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Table 1: Ranges of three transformations.

Transformation | Range

translation —0.1,0.1] x [-0.1,0.1]
rotation 0,5°]

scaling 0.8,1.25]

Figure 3: Five samples and their augmented images by the three transformations. The first
row shows the original images. The next three rows show the images augmented by horizontal and
vertical translation, rotation and scaling, respectively.

According to condition (iii), let x = X(O), then J A(ar:(o))T is row full rank, and hence has left pseudo

inverse matrix: (Jx(z(®)Jx(z(®)7) ! Ia(2(®). Multiply the both sides by the left pseudo inverse
matrix, we have:

T(f~!(a)) = AT(f!(a)) + ¢ (17)
where:

A= (@) In(@)T) !

In(@ )5 (%) T
e = (@) Ix(@@)T) " In () > (Ia (@) VA, log Zi(Ai) — J5, (@) TV log Zi(\y))
=1

(18)

Note that pt (z|x) has support cross the entire latent space R, and hence p 1 x (a|z”) has support
cross A. As a result, Eq.[I7)holds for any a € A. This means that A and c are independent of x.

Step IIL In this step, we prove the invertibility of A. Let z = f~!(a), then Eq. can be
written as: T(z) = AT(f~' o f(z)) + c. Take the first derivative with respect to z, then:
Jr(z) = AJpes-10¢(2). According to the Lemma by (Khemakhem et al., 2020), by condition
(ii), there exits a k distinct latent samples {z(1), ... | 2(®)} such that is (Jp(zV), - -+, Jp(2F)) is
invertible. Note that (Jp(z™M),- -+, Jp(2)) = A(Jpes-10e(zM), -+, Jrog—10¢(2F)), hence
A is invertible.

B AUGMENTATIONS ON EMNIST

The augmentations used on EMNIST in this work includes three affine transformations: horizontal
and vertical translation, rotation and scaling. Their parameters are randomly chosen from a uniform
distribution on certain ranges for each data point. The ranges are shown in Table [B] Five images
augmented by these transformations are shown in Fig. [3] Note that in experiments, we use the three
transformations and their combinations, totally 7 types, for augmentations.

C FIGURES FROM THE EMNIST EXPERIMENTS
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(a) Spectrum from initialized model (b) Spectrum from trained model

Figure 4: Spectrum of sorted standard deviations from model initialized by identity transformation
and the trained model. X-axis is sorted latent dimensions; y-axis is standard deviations in log scale.
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(a) Variable 1: horizontal translation (b) Variable 2: rotation

Figure 5: Most significant latent variables 1-2. Each row is generated by three steps: i) Samples
in EMNIST Digits testing set with corresponding label are encoded into estimated latent space
by the trained model. ii) Each estimated latent variable is averaged. iii) Manipulate the chosen
latent variable on [—2,2] and then decode the latent variables by the reverse trained model. The
rightmost column show the areas affected by the chosen latent variable, computing by the absolute
pixel difference on [—1, 1].

13



Under review as a conference paper at ICLR 2021

o
/
P
3
Y
5
4
7
¥

VNN wh~0
Vet hTtwe~0
Ny htwhe~0
VRNt ONhtwn~0
VY NLW0O
NS NhLTwu~Q
NS NhhTLww~<0
QNS NhLWww~<0
QNS NTwh~<0
et hnhtwphw~<0
et NhLWwph~<0
NN LW ~0
N W~D

VNS NTWR~0
VRN NLTWH~0O

2999999934/,

(a) Variable 3: height of the top half (b) Variable 4: width of the bottom half by the bottom
right corner
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VRN NHEWww~0

Figure 6: Most significant latent variables 3-6. Each row is generated by three steps: i) Samples
in EMNIST Digits testing set with corresponding label are encoded into estimated latent space
by the trained model. ii) Each estimated latent variable is averaged. iii) Manipulate the chosen
latent variable on [—2,2] and then decode the latent variables by the reverse trained model. The
rightmost column show the areas affected by the chosen latent variable, computing by the absolute
pixel difference on [—1, 1].
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(a) Variable 7: width of the top half by the top left cor- (b) Variable 8: width of the top half by the lower top
ner left corner
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(c) Variable 9: openess of the bottom half (d) Variable 10: openess of the top half

Figure 7: Most significant latent variables 7-10. Each row is generated by three steps: i) Samples
in EMNIST Digits testing set with corresponding label are encoded into estimated latent space
by the trained model. ii) Each estimated latent variable is averaged. iii) Manipulate the chosen
latent variable on [—2,2] and then decode the latent variables by the reverse trained model. The
rightmost column show the areas affected by the chosen latent variable, computing by the absolute
pixel difference on [—1, 1].
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(c) Variable 13: bend of vertical barin 1,4, 7,9 (d) Variable 14: extension of right corner

Figure 8: Most significant latent variables 11-14. Each row is generated by three steps: i) Samples
in EMNIST Digits testing set with corresponding label are encoded into estimated latent space
by the trained model. ii) Each estimated latent variable is averaged. iii) Manipulate the chosen
latent variable on [—2,2] and then decode the latent variables by the reverse trained model. The
rightmost column show the areas affected by the chosen latent variable, computing by the absolute
pixel difference on [—1, 1].

16



Under review as a conference paper at ICLR 2021

O
/
2
3
v,
5
6
7
]

EOVRNT NG JVV) VRN, Y
Yt nhTtww~<0
QNS NTWwp~0
NSt NhhTtwh~0
e htw~<0
QNS NhhTw~0
e htwh~<0
NSt hTtwhh~<0

o
/
2
3
v
5
6
7
¥

N NhTwo~<0
NS NhhTwn~0
Yt nhTtww~<0
e hTtwh~<0
QNS NhTwr~0
Y NhtwP~0
NN NRLRWP<O

7999999949 9999999949

(a) Variable 15: extension of higher right corner (b) Variable 16: extension of lower right corner
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(c) Variable 17: size of top capity by lower top right (d) Variable 18: size of top capity by lower top left
corner corner

Figure 9: Most significant latent variables 15-18. Each row is generated by three steps: 1) Samples
in EMNIST Digits testing set with corresponding label are encoded into estimated latent space
by the trained model. ii) Each estimated latent variable is averaged. iii) Manipulate the chosen
latent variable on [—2,2] and then decode the latent variables by the reverse trained model. The
rightmost column show the areas affected by the chosen latent variable, computing by the absolute
pixel difference on [—1, 1].
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(a) Variable 19: bend of the top horizontal bar (b) Variable 20: existence of the crossbar

Figure 10: Most significant latent variables 19-20. Each row is generated by three steps: i) Samples
in EMNIST Digits testing set with corresponding label are encoded into estimated latent space
by the trained model. ii) Each estimated latent variable is averaged. iii) Manipulate the chosen
latent variable on [—2, 2] and then decode the latent variables by the reverse trained model. The
rightmost column show the areas affected by the chosen latent variable, computing by the absolute
pixel difference on [—1, 1].
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