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Supplementary Material

Figure 1: The Slice-100K dataset consists of STL files and their G-code counterparts. Each pair
here consists of STL (left) and its slices (right) for G-code.

1 Overview
We provide additional details about the main paper and include the following in this document:

* Societal Impacts (Section 2)

* Analysis of Slice-100K Dataset (Section 3)

¢ License Information (Section 4)

 Dataset Accessibility and Long-Term Preservation Plan (Section 5)
¢ Structured Metadata (Section 6)

¢ Dataset Identifier (Section 7)

* Author Statement of Responsibility (Section 8)

» Datasheet (Section 9)

2 Societal Impacts

Slice-100K will provide a foundational platform that enables broader research at the intersection of
manufacturing and artificial intelligence, particularly with the recent advances in multimodal large
language models (LLMs). Furthermore, openly-available data is essential for the democratization of
knowledge in the scientific community. Our dataset will facilitate a community-driven open-source
Al ecosystem focused on utilizing multimodal manufacturing data to address challenges and increase
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the feasibility of producing complex designs. We believe Slice-100K will benefit the economy and
will be a net positive contribution.

However, we do foresee some potential negative societal impacts. A primary concern is that the
dataset could enable advanced Al algorithms to generate G-code for dangerous objects. Safeguards
have to be introduced to avoid such scenarios.

3 Slice-100K Analysis

We provide additional visualizations to understand the distribution of STL models in Slice-100K.
The log-scale density plots of the number of vertices, polygons, and edges is shown in Figure 2,
suggesting that a majority of the models possess at least ~ 10* vertices, polygons, and faces.
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Figure 2: Statistics of STL models present in Slice-100K. We show log-scale plots of number of
vertices, number of polygons, and number of edges.

We generated a word cloud (Figure 3) from the captions predicted as part of our LVIS category
generation pipeline. We see eraser, flashlight/torch being highlighted more than others, suggesting
the presence of models that are cuboidal or cylindrical in a general sense.

Slicing: We utilize Prusa’s Slicer for generating G-code from STL files. Before slicing, we randomly
select one of the four infill patterns shown in Figure 4. We introduce four infill patterns to encourage
diversity among our G-code files as well as potentially mitigate bias during the finetuning process.

Finetuning implementation: For finetuning our translation model, we use a batch size of 32
with 8 gradient accumulation steps. Our learning rate is 1.4 x 10~5. The model checkpoint to
evaluate is chosen based on performance on our held-out set. We finete using 4 NVIDIA A100s.
We include additional failure cases for G-code translation from Sailfish to Marlin on our finetuned
model in Figure 5. Our finetuned model output is the same as the input since the model ends up
ignoring Marlin-specific commands. We believe this might be due to a variety of factors, including
tokenization not being able to address minute differences or the presence of contextual ambiguity.

4 License Information

The dataset is distributed under the CC-BY-4.0 license. We recommend users to double check the
individual license of models gathered from Objaverse-XL and Thingil0K before proceeding with
downstream tasks.

5 Dataset Accessibility and Long-Term Preservation Plan

The dataset is available for viewing on our project page. Our dataset is stored on Figshare and can be
accessed here, and the scripts used for processing the data as well as our experiments can be accessed
on Github. We will work with our institution to ensure the accessibility and long-term preservation of
our dataset on Figshare.

6 Structured Metadata

We make use of an existing data repository to host our dataset. The structured metadata is automati-
cally generated.


https://slice-100k.github.io/
https://figshare.com/s/9d084ff84f3822d2bf17
https://github.com/idealab-isu/Slice-100K
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Figure 3: Word cloud of categories the STL models in Slice-100K. These categories were generated
as part of the text category generation pipeline.
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Figure 4: lllustration of various infill patterns we utilized for slicing. During the slicing process, a
random selection is made from the above shown patterns.

7 Dataset Identifier

We have reserved a DOI and will provide upon acceptance, since providing it here will violate
confidentiality.

8 Author Statement of Responsibility

The authors confirm they take all responsibility in case of violation of rights and confirm the license
associated with Slice-100K.
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Figure 5: Failure cases for our translation model. The model’s prediction is the same as its input

and ignores Marlin-specific commands




9 Datasheet
We provide a datasheet [1] for Slice-100K.
9.1 Motivation

We created Slice-100K to provide a first-of-its-kind curated multimodal dataset for reference)
of G-code, CAD models, and renderings to facilitate the application of VLMs for additive
manufacturing. Slice-100K will encourage the research community to address new problems
in design and manufacturing. Our dataset, built using models from Objaverse-XL and the
ThingilOk dataset, encompasses a diverse range of 3D printable objects and provides a
comprehensive resource for training a manufacturing domain-specific foundation model.

The authors listed on this paper. Anonymized for review.

Anonymized for review.

The details will be de-anonymized upon acceptance.

9.2 Composition

Each instance comprises of G-code, corresponding STL file, renderings of the STL along
with metadata that includes the LVIS categories.

100,068.

The dataset contains a subset of instances from Objaverse-XL'’s Thingiverse branch and the
ThingilOK dataset.

Each instance consists of a 3D printable part STL file, G-code files of the part, renders of
the part, and metadata that includes LVIS categories.

No. However, labels and target can be derived if a user is interested in performing language
modeling related tasks using our dataset.

No.

We treat each instance as independent. The LVIS categories are used to group them for
viewing/indexing purposes on our website.

No. They could vary based on the downstream task.

Not to our knowledge. However, if we discover any, we will fix them.

It is self-contained.

It would be rare, however there is a possibility since we build our dataset using a subset of
models gathered from Objaverse-XL and Thingi10K.



Does the dataset contain data that, if viewed directly, might be offensive, insulting, threaten-
ing, or might otherwise cause anxiety?

There is a rare possibility of finding data that might be considered offensive, threatening, or
might cause anxiety. We will remove any such instances if we find them in the future.

Does the dataset identify any subpopulations (e.g., by age, gender)?
Not Applicable.

Is it possible to identify individuals (i.e., one or more natural persons), either directly or
indirectly (i.e., in combination with other data) from the dataset?

There is rare possibility of a human-like model appearing in our dataset, but we believe it
would be diffficult to identify individuals.

Does the dataset contain data that might be considered sensitive in any way (e.g., data that
reveals race or ethnic origins, sexual orientations, religious beliefs, political opinions or
union memberships, or locations; financial or health data; biometric or genetic data; forms
of government identification, such as social security numbers; criminal history)?

There is a rare possibility that some models might have some cultural connotations. We will
remove any such models that gets reported as being sensitive.

Any other comments? No.

9.3 Collection

How was the data associated with each instance acquired?

The STL models were downloaded from Objaverse-XL’s Thingiverse branch and from the
Thingil0K dataset. G-code was generated by slicing the gathered STL files using Prusa’s
slicer. Renderings of STL files were generated using Blender, and captions and LVIS
categories were generated using renderings of the STL files.

What mechanisms or procedures were used to collect the data?
Python scripts were used for data collection and curation. We have included all the scripts
in the associated Git.

If the dataset is a sample from a larger set, what was the sampling strategy?

The dataset is filtered from Objaverse-XL’s Thingiverse branch and ThingilOK. For the
former, we only download files in the STL format and also check if files can be rendered using
Blender. For the latter, we use num components = 1, is manifold, and is oriented
for filtering. These were used to make sure that the parts are 3D printable.

Who was involved in the data collection process and how were they compensated?
The data curation process were fully performed by the authors of this paper.

Over what timeframe was the data collected?
Q4 of 2023, and Q1 & Q2 of 2024

Were any ethical review processes conducted (e.g., by an institutional review board)?
Not Applicable.

Did you collect the data from the individuals in question directly, or obtain it via third parties
or other sources (e.g., websites)?

Data was collected from Objaverse-XL and ThingilOK. Both are publicly available re-
sources.

Were the individuals in question notified about the data collection?
Not Applicable.

Did the individuals in question consent to the collection and use of their data?
The existing license of Objaverse-XL and ThingilOk allows for the use of the data.

If consent was obtained, were the consenting individuals provided with a mechanism to
revoke their consent in the future or for certain uses?
Not Applicable.

Has an analysis of the potential impact of the dataset and its use on data subjects (e.g., a
data protection impact analysis) been conducted?
No.

Any other comments? No.



9.4 Processing/Cleaning/Labeling

* Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, process-
ing of missing values)?

No preprocessing was done. However, post G-code generation and STL rendering, a portion
of STL files were removed, owing to failure in the G-code generation process and rendering.

* Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to
support unanticipated future uses)?
Yes.

* Is the software that was used to preprocess/clean/label the data available?
Yes, we provide all code used to curate the data.

* Any other comments? No.

9.5 Uses

* Has the dataset been used for any tasks already?
Yes. We showcase some applications in Section 4 of the main paper.

* Is there a repository that links to any or all papers or systems that use the dataset?
No other research groups have used our dataset yet. We do have other publications that use
the dataset, which we will refrain from adding here to maintain the confidentiality of the
review process.

e What (other) tasks could the dataset be used for?
Apart from G-code translation, we believe Slice-100K will serve as a foundation for future
applications that train machine learning algorithms for manufacturing.

¢ Is there anything about the composition of the dataset or the way it was collected and
preprocessed/cleaned/labeled that might impact future uses?
We ask users to double check the license of the individual STL part files.

* Are there tasks for which the dataset should not be used?
Not to our knowledge. However, the licensing information should always be double checked
before use.

* Any other comments? No.

9.6 Distribution

» Will the dataset be distributed to third parties outside of the entity (e.g., company, institution,
organization) on behalf of which the dataset was created?
Yes. The dataset will be publicly available along with all the associated scripts.

* How will the dataset will be distributed (e.g., tarball on website, API, GitHub)?
The dataset will be available for download from our project page. The associated scripts
will be made available via our GitHub page.

* When will the dataset be distributed?
The dataset will be made public after the paper review process.

* Will the dataset be distributed under a copyright or other intellectual property (IP) license,
and/or under applicable terms of use (ToU)?
The dataset is distributed under CC-BY-4.0 license. The individual parts are subject to the
licenses that they are released under and a user needs to verify these licenses before any
intended downstream task.

* Have any third parties imposed IP-based or other restrictions on the data associated with the

instances?
No.
* Do any export controls or other regulatory restrictions apply to the dataset or to individual
instances?
No.

* Any other comments? No.



9.7 Maintenance

The code for finetuning, rendering, slicing, and caption generation is on our publicly
available GitHub repository. The dataset is currently available via an anonymous link and
will be made available via our project page. There will be institutional support for hosting
the dataset.

The corresponding author can be contacted via email.

Not yet. However, if we discover any errors, we will update our project page with an
erratum.

Yes, if any errors are discovered, we will update the dataset.

The dataset does not relate to people. However, if anyone finds a specific part as sensitive,
we will remove it on request.

Yes. All data will be version controlled, as long as they do not relate to sensitive data.

Yes, we provide scripts for slicing, rendering, and caption generation. We can be contacted
via email and/or GitHub issues. We encourage the community to add to the dataset. We will
work with interested parties to enable this addition.
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