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Abstract

We introduce a highly multimodal transformer
to represent many remote sensing modalities—
multispectral optical, synthetic aperture radar, ele-
vation, weather, pseudo-labels, and more—across
space and time. These inputs are useful for di-
verse remote sensing tasks, such as crop mapping
and flood detection. However, learning shared rep-
resentations of remote sensing data is challenging,
given the diversity of relevant data modalities,
and because objects of interest vary massively
in scale, from small boats (1—2 pixels and fast)
to glaciers (thousands of pixels and slow). We
present a novel self-supervised learning algorithm
that extracts multi-scale features across a flexible
set of input modalities through masked modeling.
Our dual global and local contrastive losses differ
in their targets (deep representations vs. shallow
input projections) and masking strategies (struc-
tured vs. not). Our Galileo is a single generalist
model that outperforms SoTA specialist models
for satellite images and pixel time series across
eleven benchmarks and multiple tasks.

1. Introduction

Learning representations of large-scale and multimodal re-
mote sensing and geospatial data is a long-standing scientific
and practical goal. This goal is motivated by the increasing
impact of machine learning (ML) and remote sensing (RS)
in societally important domains (e.g. food security (Kerner
et al., 2020) and disaster response (Frame et al., 2024))
where labels are expensive or difficult to acquire (Kebede
et al., 2024).

Self-supervised learning (SSL) can make it possible to har-
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ness vast quantities of unlabeled data, as is available in the
case of remote sensing. However, SSL methods for RS
(Jean et al., 2019; Manas et al., 2021) have been specialized
to certain input modalities or shapes, such as pixel time
series vs. image time series, following pioneering methods
for learning from images (Chen et al., 2020; He et al., 2022)
and text (Devlin et al., 2018). In a nutshell, these methods
create two versions (“views”) of an input and pretrain mod-
els to predict one view given the other. After pretraining,
the learned representations can then transfer to real tasks
through finetuning or reuse as features, even with limited
labels or computation. We unify SSL across multiple modal-
ities and input shapes used for remote sensing in practice,
yielding a flexible model of both image and pixel time series.

For spatiotemporal scale, satellite imagery encompasses
objects of a variety of spatial and temporal extents. Common
resolutions are 10m per pixel and 6 acquisitions per month.
Thus — unlike in most natural imagery (e.g., ImageNet
(Deng et al., 2009)) or video (e.g., Kinetics-400 (Kay et al.,
2017)) — an object in RS (such as a small fishing boat)
may be represented by only a single pixel in RS and can
be present in just a single frame (Beukema et al., 2023).
Conversely, an object may be a kilometer-scale glacier that
requires tracking over decades (Baraka et al., 2020).

A second challenge is presented by the number and vari-
ety of sensors used in RS, where most methods have only
limited flexibility in the data types on which they operate.
Many methods model multispectral optical (MS) data (Cong
et al., 2022; Noman et al., 2024; Nedungadi et al., 2024),
synthetic aperture radar (SAR) data (Wang et al., 2024b;a),
or joint MS and SAR data (Fuller et al., 2024; Xiong et al.,
2024), but not other modalities and not across time. Other
methods model MS data across time, but no other modali-
ties (Bastani et al., 2023; Szwarcman et al., 2024). Limiting
the number and diversity of views of the Earth for learning
may limit the utility and generality of the resulting repre-
sentations for predictions and analysis. This could limit
transfer with or without finetuning, and especially without,
which may be more computationally feasible for applied
and interdisciplinary practitioners.

To address both of these challenges, we propose Galileo,
a new family of models for multiple modalities (optical,
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radar, etc.), scales, and shapes (pixel time series, image time
series, single images) of remote sensing data. Our models
learn multimodal, multi-scale, and flexible representations
for Earth observation with SOTA downstream task results.
We achieve this with (i) a novel self-supervised learning
(SSL) algorithm which extends the masked data modeling
framework to learn useful representations of “local” and
“global” features, and (ii) a globally sampled, highly multi-
modal pretraining dataset which includes inputs specifically
selected because of their use across diverse remote sensing
tasks.

We demonstrate Galileo’s accuracy on an extensive suite
of benchmarks, covering many applications, domains, and
RS data types. Specifically, our Galileo-Base model ranks
first above larger RS models specialized for images, such
as SatMAE (Cong et al., 2022) and CROMA (Fuller et al.,
2024), and with the same set of weights Galileo-Base ranks
above RS models specialized for pixel time series such as
Presto (Tseng et al., 2023).

2. Global, Local, Multimodal Self-Supervision

We collect a large, rich dataset of highly multimodal remote
sensing data specifically sampled for geographic and seman-
tic diversity (Sec. 2.3). To learn rich representations of the
diverse modalities in this dataset across different spatiotem-
poral scales, we design a novel and highly effective SSL
algorithm to simultaneously learn local and global features.

2.1. Method Intuition

Galileo learns representations via rwo masked data modeling
objectives: our global and local tasks (Figure 2). Masked
modeling takes an input x, divides it into masked “targets”
x; and a “visible” view x,,, then predicts the masked part
from the visible part. We leverage a transformer architecture
for masked modeling of deep and shallow representations of
remote sensing data. As a transformer, this model requires
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Figure 1. A single Galileo model can be
applied to a wide range of remote sensing
tasks. We achieve this by training Galileo
on the diversity of remote sensing modal-
ities used by practitioners for different ap-
plications. In addition, we train Galileo
to process views of these modalities used
by practitioners, ranging from pixel time
series to multi timestep imagery to single
timestep imagery.
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tokenization of its inputs (Sec. 2.2.1). Our masking and
prediction are performed over latent tokens and not on the
pixels.

Our global and local objectives differ in both targets and
masking, as we now detail.

Deep targets — global features; shallow targets — local
features. Our target prediction occurs in the latent space, so
we construct target tokens by passing our target input x; to
a “frozen” encoder (Sec. 2.2.3). We construct global targets
by processing our target input x; with our frozen encoder.
We construct local targets by processing our target input x;
with a minimal linear layer to match dimensionality. Intu-
itively, deeper representations are more global due to
more non-local processing by attention, while shallower
representations are more local due to less processing of
the inputs. Galileo learns representations of both global
and local features by simultaneously pretraining on deep
and shallow targets.

Space-time masking — global features; unstructured
masking — local features. Masking determines which to-
kens are visible, i.e., which are used as inputs and which are
used as target outputs (Sec. 2.2.2). The choice of masking
matters for the learned representations by governing the type
and difficulty of the predictions needed. Intuitively, larger
masks require larger or more global predictions, while
smaller masks require smaller or more local predictions..
We thus specialize global masking to divide visible and
target tokens by larger spans, with correlated “space-time”
masking, and specialize local masking to divide visible and
target tokens uniformly at random. Galileo learns multi-
scale features by simultaneously applying global structured
masking (longer spans) and unstructured local masking
(shorter spans) during pretraining.
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Figure 2. We train Galileo with our global (left) and local (right) pretraining losses. Black-outlined tokens are model outputs, black-
striped tokens are model inputs. Steps: @ sample from dataset and mask (structured left, unstructured right), @ encode “visible”
tokens, @ predict targets given target queries and visible encodings, @ encode targets (deep left, shallow right) with stop gradient, and @

calculate within-sample token contrastive loss.

2.2. Method Details
2.2.1. INPUT TOKENIZATION

Our vision transformer (ViT)-based architecture requires
tokenization to convert remote sensing inputs into a se-
ries of tokens. Our encoder splits the input into spatial
squares, timesteps, and channel groups (related subsets of
channels from a remote sensing product (e.g. one chan-
nel group for the 10m channels in Sentinel-2 data)). It
then projects these inputs to the encoder dimension D
using the following transformations: (i) Space-time data,
RHXWXTxC _y Rp-%-T-GxD [ is the height, W is the
width, P is the patch size (in pixels per side), 7' is the
timesteps, C' are the channels, GG are the channel groups.
(i) Space data, R XWxC _y R¥ F-GxD_(iij) Time data,
RT*C 5 RTGXD and (iv) Static data, R — RE*D,

Token Embeddings. After these linear projections, our
encoder creates spatial and temporal sinusoidal position
embeddings, learnable channel embeddings, and month em-
beddings to enable seasonal reasoning; we denote these
token position embeddings as e € RLXD where L is the to-
ken sequence length. Our encoder adds these embeddings to
the already-computed linear projections. It concatenates all
channel groups along the sequence dimension — forming
our input sequence, x € RE*D,

Apart from our custom tokenization and use of resizable lin-
ear projection weights (Beyer et al., 2023) our transformer
architecture remains compatible with standard ViTs. This
makes it simple to use and highly flexible w.r.t. input se-
quence length, the various channel groups, and other differ-
ences across our various sources of data.

2.2.2. CONSTRUCTING INPUTS VIA MASKING

Given an input x, we construct a “visible” view x, €
RLv*D and a “target” view x, € RE**L_ For both global
and local tasks, the goal is to predict the target tokens given
the visible tokens. However, our masking strategies (i.e.,
rules that govern view construction) differ between tasks.

Global features via space and time masking. “Space
masking” randomly samples tokens across space while main-
taining consistency across time; “time masking” randomly
samples tokens across time while maintaining consistency
across space. In both cases, we select modalities to be
encoded or decoded. This strategy increases the distance
between visible and target tokens.

Local features via unstructured masking. Unstructured
masking randomly samples tokens with the same probability
regardless of their space, time, or channel group position.
This strategy minimizes the average distance between visi-
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Table 1. When compared to existing pretrained remote sensing models, the Galileo models are both the best performing and most
flexible models. Performance is measured via rankings (where lower numbers are better) on image tasks in Tables 15, 16 & 17 and
pixel-timeseries tasks in Table 6. For clarity, we select the best architecture per method; full rankings are available in Table 18. Flexibility
is measured by documenting which inputs are supported by the models: MultiSpectral (MS), Synthetic Aperture Radar (SAR), additional
Remote Sensing modalities (+modalities), inputs with spatial dimensions and inputs with more than 1 or 4 timesteps. Galileo-Base is the
best performing model compared to both image-specialized models (e.g. CROMA) and pixel-timeseries specialized models (e.g. Presto).

Rank | Supported Inputs
Method Arch. Images tirrfl):;g-ies MS SAR +modalities Spatial dims > 1timestep > 4 timesteps
SatMAE ViT-Large 10.4 v v
SatMAE++  ViT-Large 10.9 v v
CROMA ViT-Base 4.3 v v v
SoftCon ViT-Base 5.9 v v v
DOFA-v1 ViT-Large 9.4 v v v
Satlas Swin-Tiny 12.9 v v v
MMEarth ~ CNN-atto 12.3 v v
DeCUR ViT-Small 8.3 v v v
Prithvi 2.0 ~ ViT-Large 11.7 v v v
AnySat ViT-Base 11.1 4.5 v v v v v v
Presto ViT-Presto 3.0 v v v v v
Galileo ViT-Nano 10.9 3.5 v v v v v v
Galileo ViT-Tiny 6.4 2.3 v v v v v v
Galileo ViT-Base 3.0 1.8 v v v v v v

ble and target tokens.

2.2.3. ENCODING VISIBLE AND TARGET TOKENS

Inputs. Our “online” encoder computes encodings for the
visible tokens, z, = E(x,). This model’s parameters are
updated via gradient descent.

Targets. Our “target” encoder computes encodings for the
target tokens, z; = Egya(x). This model’s parameters are
updated via computing the exponential moving average of
the online encoder; this use of EMA is common in SSL
(Chen et al., 2021; Assran et al., 2023). Unlike prior work,
Galileo training chooses different depths (encoder layers)
for the targets depending on the task (global vs. local).

Global features via deep targets. We target the token rep-
resentations after the ¢ layer, where ¢ varies by modality.
We select ¢ based on the level of processing for each modal-
ity: pseudo-labels use only linear projections (no encoder
layers), Sentinel-1 and Sentinel-2 use all encoder layers,
and other channels use half the encoder layers. We denote
our level-specific target encoder as Efy;, -

Local features via shallow targets. We target the lowest
representation level: the input space. For compatible di-
mensionality, we compute targets using the target encoder’s
linear projection, EX; /Y which maps all tokens to the embed-

ding dimension D. This strategy skips all deeper processing.

2.2.4. MAKING PREDICTIONS & COMPUTING LOSSES

A predictor transformer P receives the position, time,
month, and channel group embeddings e, for the target
tokens and predicts patch encodings p; by cross-attending
to the visible encodings, i.e., p; = P (e, z,). Finally, the
predictions p; and targets z; are compared to compute a
loss L£(p¢, z:) that updates the online encoder.

We use the “Patch Discrimination” loss (PatchDisc (Wei
et al., 2024)) for both tasks, which applies the InfoNCE loss
between tokens within an input:

_ 1 5L exp(sim(u,;,vi,;)/T)
E(u’ V) — L; Z] 1Og Zfipexp(sim(u,;yj Vi)/T)

with the softmax temperature 7, the input index ¢, the token
index j, the number of tokens in the ith input L;, and the [,
normalized dot product sim(u, v) = u'v/|lul|[|v].

Amplifying local features via input-contrastive learning.
We design a challenging self-supervised task by applying
PatchDisc to shallow representations of inputs by linear pro-
jections of the pixels. The predictor must output tokens that
are similar to the pixels at the same positions but dissimilar
to pixels at other positions. This differs from reconstruction
methods, like MAE (He et al., 2022), which predict pixels
(via the mean-squared error), but do not repel other pixels
in the sequence. This differs from joint embedding methods,
like LatentMIM (Wei et al., 2024) or I-JEPA (Assran et al.,
2023), which target deep representations only.

Finally, we average the global and local losses:
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Figure 3. The number of training points per H3 cell (Uber, 2018)
at resolution = 2. We sample from the entire globe for ge-
ographic and semantic diversity (as measured by WorldCover
classes (Zanaga et al., 2022)).

Table 2. Galileo’s combined algorithm retains the within-input di-
versity of our local algorithm and achieves a between-input diver-
sity between our global and local algorithms. Diversity is measured
as 1 — cosine similarity over the EuroSat training data.
Pretraining  Within-input Between-input

Objective Diversity Diversity
Global only 0.10 0.25
Local only 0.34 0.14
Combined 0.35 0.19

1
EGalileo - §(£Global + LLocal)

2.2.5. MEASURING LEARNED REPRESENTATIONS

We experiment to verify our intuition about global and
local tasks: the global task should encourage between-
input feature diversity and our local task should encourage
within-input feature diversity. For all EuroSat training in-
puts, we measure how features differ locally within an input
by computing cosine similarities of token representations
z € RUXP . Similarly, we measure how features differ
globally between inputs by computing cosine similarities
of global-averaged token representations z € R”. Our lo-
cal task amplifies within-input features, while our global
task amplifies between-input features (Table 2). We confirm
these intuitions on downstream tasks in Section 4.1.

2.3. Galileo’s Pretraining Data

We collect a large, global pretraining dataset of 127,155
instances. Figure 3 maps the training points. We include
a wide range of RS inputs to serve diverse applications.
Each instance consists of 4 types of data covering 9 RS
data modalities. We select the modalities by their uses in
machine learning for remote sensing efforts (Van Tricht
et al., 2023; Beukema et al., 2023; Poggio et al., 2021).
Section B.1 describes our full dataset sampling process.

We group the modalities by whether they vary in space, time,

both, or neither. A single instance consists of 24 monthly
timesteps and 96 x 96 pixels at a 10m/pixel resolution.

Space-time varying data. These data consist of imagery
acquired by Sentinel-1 & -2 satellites. For Sentinel-1, we
take the VV and VH polarizations; and for Sentinel-2, we
take all bands except the B1, B9 and B10 bands. All bands
are resampled to a 10m/pixel resolution. We also include
NDVI (Tucker, 1979) from Sentinel-2 as an input.

Space varying data. These data consist of elevation and
slope captured by the Shuttle Radar Topography Mission
(NASA JPL, 2000), which are constant in time; Dynamic
World land cover map probabilities (Brown et al., 2022),
averaged over time for temporal consistency; and World
Cereal agricultural land cover maps (Van Tricht et al., 2023).

Time varying data. These data consist of precipitation and
temperature from the ERAS dataset (Hersbach et al., 2020);
climate water deficit, soil moisture, and actual evapotran-
spiration from TerraClimate (Abatzoglou et al., 2018); and
VIIRS nighttime lights (Elvidge et al., 2017). Although
these modalities vary in space as well, their spatial resolu-
tion (ERAS has a spatial resolution of tens of kilometres
per pixel) means we treat them as static in space from the
perspective of a single instance.

Static data. These data consist of population estimates
from the LandScan dataset (Dobson et al., 2000), the spatial
location of the instance, defined by its central latitude and
longitude, Dynamic World classes spatially averaged over
the instance, and World Cereal agricultural land cover maps
spatially averaged over the instance. We include the aver-
aged Dynamic World and World Cereal inputs in addition
to the space-varying inputs.

3. Experimental Framework

Pretraining. We pretrain three model sizes for 500 epochs
using the algorithm described in Section 2.2. Please see the
Appendix B.2 for complete details.

Downstream Tasks. We evaluate our model on all Sentinel-
2 tasks in GeoBench (Lacoste et al., 2024). These cover
single-timestep image classification and segmentation in
various applications and geographies. We also test on fine-
grained segmentation via the MADOS marine debris dataset
(Kikaki et al., 2024), Sentinel-1 image segmentation via
SenlFloods11 (Bonafilia et al., 2020), image time series seg-
mentation via PASTIS (Garnot & Landrieu, 2021), optical
pixel time series classification via Breizhcrops (RuSwurm
et al., 2019), and multimodal pixel time series classification
via CropHarvest (Tseng et al., 2021).

Comparisons. We benchmark Galileo against all SoOTA
pretrained RS models (described in Section 5). We report
results on the full test set for each task. Input normaliza-
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m-EuroSat m-BigEarthNet m-So2Sat m-Brick-Kiln

Top-1 Acc. F1 Score Top-1 Acc.  Top-1 Acc.

Training % Training % Training %  Training %
Method Arch. 100% 1% 100% 1% 100% 1% 100% 1%
SatMAE  ViT-Base 84.1 34.8 50.6 29.0 36.0 23.1 86.1 735
SatMAE++ ViT-Large 82.7 48.5 50.8 31.6 347 234 89.6 76.7
CROMA  ViT-Base 85.6 51.3 588 447 488 338 92.6 85.1 Table 3. Galileo-Base is the best model for im-
%‘gﬁm 1 ng_ls?,man ggg i;é 2‘9‘1 ‘2‘33 72 i 41‘ ; é 3 §§§ ;;2 age classification (%) by KNN. We show the best

-V 11-base . B K . K K . . B B
h hod. We bol 1

Satlas  Swin-Tiny 817 358 519 296 366 27.1 882 73.0 alzc itfcmge ;,fffglet od X e bold an‘i%;lge
MMEarth CNN-atto 817 30.0 583  39.6 398 251 894 79.7 the 1= an est results across all methods
DeCUR  ViT-Small 89.0 46.6 63.8 49.6 458 309 837 742 and architectures, as reported in Table 15.
Prithvi 2.0 ViT-Large 80.2 48.0 49.4 28.8 29.5 26.1 879 80.6
AnySat ViT-Base 82.2 47.1 549 33.7 398 29.0 853 720
Galileo ViT-Nano 89.7 41.7 53.8 339 50.1 374 86.7 79.7
Galileo ViT-Tiny 90.1 413 555 34.4 49.7 362 869 773
Galileo ViT-Base 93.0 56.6 59.0 36.5 54.8 432 90.7 78.0

m-EuroSat m-BigEarthNet m-So2Sat m-Brick-Kiln

Top-1 Acc. F1 Score Top-1 Acc.  Top-1 Acc.

Training % Training % Training %  Training %
Method Arch. 100% 1% 100% 1% 100% 1% 100% 1%
SatMAE  ViT-Large 96.6 569 68.3 41.8 572 364 984 96.1
SatMAE++ ViT-Large 96.5 56.4 679 45.6 56.0 369 98.6 925 T . P
CROMA  ViT-Large 96.6 527 719 479 60.6 409 987 96.7 Table 4. Galileo-Base is the best model for im
SoftCon  ViT-Base 975 563 703 385 617 492 987 973 age classification (%) by finetuning. We show
DOFA-vl ViT-Large 969 534 68.0 435 587 37.0 98.6 945 the best architecture per method. We bold and
Satlas Swin-Base 97.5 519 728 25.8 61.9 30.6 984 947 underline the 1% and 2™ best results across all
MMEarth CNN-atto 95.7 47.5 700 434 572 300 989 892 methods and architectures, as reported in Table
DeCUR ViT-Small 97.9 542 709 44.7 61.7 47.0 98.7 96.9 16
Prithvi 2.0 ViT-Large 96.5 51.5 69.0 37.1 54.6 31.0 98.6 96.2 ’
AnySat ViT-Base 959 51.3 703 13.3 51.8 29.7 98.6 85.6
Galileo ViT-Nano 94.5 52.6 67.1 233 574 349 96.1 942
Galileo ViT-Tiny 96.9 60.6 69.7 39.5 619 43.1 98.7 96.6
Galileo ViT-Base 97.7 63.5 70.7 40.9 63.3 50.6 98.7 96.8

tion, image sizes, and hyperparameter selections impact
performance (Corley et al., 2024), so we therefore re-run
evaluations for all comparisons and sweep normalization
methods and learning rates (where appropriate). In addition,
we resize all images for each model to its pretraining image
size. For the image classification and segmentation tasks, we
measure results across four training set sizes (“partitions”):
100%, 20%, 5%, and 1%. We use a patch size of 4 for all
models with variable patch sizes. When applying single-
timestep models to the multi-timestep PASTIS dataset, we
additionally sweep pooling methods to pool per-timestep
representations. See Appendix C for complete details.

4. Results

We present model rankings averaged across all tasks and
partitions in Table 1. We evaluate Galileo on common RS
benchmarks. While these common RS benchmarks typi-
cally consist of a limited set of RS modalities (optical and
radar data), Galileo learns from many additional modalities
during pretraining. These modalities are readily available to
practitioners (Table 1, “Supported Inputs™), and may deliver
improvements at test time.

Image results. We compare Galileo to image-specialized
models in Tables 3, 4 and 5. These models were pretrained
on single-timestep imagery, devoting all their capacity to
images, except for Satlas. Nonetheless, Galileo-Base out-
ranks all of them on image classification and segmentation.
Our small ViT-{Nano, Tiny} models also excel at these
tasks, and often outperform much larger models, which is
valuable for limited computation applications. Furthermore,
Galileo’s variable patch size can exchange computational
cost and task performance: we plot this trade-off in Figure 4.
By increasing the patch size, an input is split up into fewer
tokens, reducing the MACs required for feature extraction.

Besides Galileo, AnySat is the only model to support both
single-timestep images and pixel time series. Of these two
generalist models, Galileo is the more accurate on standard
benchmarks (by 10.8% on EuroSat for example). (Note: for
semantic segmentation, the AnySat features are per-pixel
instead of per-patch. For comparable training cost, we sam-
ple 6.25% of its pixel features per image when training, but
evaluate with all pixel features when testing. We confirmed
the fairness of this evaluation with the the AnySat authors
by personal communication.)

Time series results. We compare Galileo to the generalist
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m-Cashew-Plant m-SA-Crop-Type MADOS SenlFloods1l PASTIS

Training % Training % Training % Training % Training %
Method  Arch. 100% 1%  100% 1%  100% 1% 100% 1% 100% 1%  Table 5. The Galileo models excel at image
SatMAE ~ ViT-Large 30.8 227 248 169 556 132 N/A 296 115 Segmentation measured by % mloU via lin-
SatMAE++ ViT-Large 29.6 233  25.7 16.8 499 12.7 N/A 30.5 12.0  ear probing (Galileo-Base obtains an aver-
CROMA V%T-Base 31.8 26.8 32.0 18.3 642 244 789 77.6 444 185 age rank of 2.7, Table 18). We show the
SoftCon  ViT-Base 29.6 22.8 30.8 18.5 60.3 165 78.0 748 313 105 best architect thod. We bold and
DOFA-vl ViT-large 277 233 254 168 516 191 78.1 774 298 134  Destarchiecture permethod. e bold an
Satlas Swin-Tiny 25.1 186 234 162 459 124 N/A 28.0 109  underline the 1* and 2" best results across
Ml\éEarth CNI\IS-att(1>1 54615 %(2)3 §2§ }451; gié }gé A 51\'//\2 s 532 }(1)(5) all methods and architectures, as reported
DeCUR ViT-Smal . . 1. . . .6 74. 72. . . .
Prithvi 2.0 ViTLarge 267 232 229 157  50.0 189 N/A 203 132  inTable 17. The SenIFloods11 dataset con-
AnySat  ViT-Base 261 217 271 158 502 170 77.9 769 462 23.5  sists of labelling floods from SAR data; mod-
Galileo  ViTNano 244 245 197 145 548 139 786 771 175 13.1  ©lIs whichdonot support this modality have
Galileo  ViT-Tiny 274 279 225 17.1 60.8 17.5 780 77.9 28.1 169 the result replaced with N/A.
Galileo ViT-Base 33.0 30.2 30.1 194 67.6 147 794 782 392 187
T T T T TIrmm T T T I T T T TII0T
% Galileo (Base) . . .
< 92 |- N Table 7. Deep targets combined with structured space-time mask-
S Galileo (Tiny) ©SofiCon B ing excels in global feature extraction. Segmentation tasks are
alileo (Tiny as . . .
,i 90 Galileo (Nano v Ye ; SO[Lpn Base gray-ed to focus on classification with our global task. We measure
S ®D¢CUR % top-1 accuracy via kNN.
~" acki > QQ
o 881 . masking  targetenc. 0SSy o6 g0 CropH. EuroSat
o) strategy computation function
=] 36 |- B space-+time varied  PatchDiscp 5891 7692 88.72 89.50
(}:) TROMA Basc® random varied PatchDiscp 1171 69.62 8212 17.40
5 random+space+time varied PatChDiSCB 22.87 71.62 76.53 66.30
3 84 | | space+time 0 PatchDiscp 61.73 76.66 8579 86.90
I ®MMEarth ®DOFA Large space-+time 6 PatchDiscy ~ 63.83 7693 88.17  89.20
= ° space+time 12 PatchDiscp 60.35 77.19 87.30  87.90
v 892+ Aflac TinG = space+time varied MSE 62.35 76778 86.02 87.20
g Satlas Tiny® AnySat space+time varied PatchDisc 2574 71.68 7530  62.50
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0 Table 8. Deep-shallow contrastive learning combined with unstruc-
MACs (x10%) tured random masking excels in local feature extraction. Classifica-

Figure 4. Accuracy

varies in {4, 8,16}.

trades off with inference cost as patch size
Cost is measured as Multiply-Accumulate

operations (MACs) for encoding one EuroSat input (note the log
scale on the x-axis). Galileo model size and patch size offer balance
between performance and cost. See Table 14 for full results.

Table 6. The Galileo models are the best (-Base) and second-best
(-Tiny) models for pixel timeseries classification, measured via
linear probing. The best result is bolded and the second best

is underlined. The

CropHarvest dataset contains a number of

modalities in addition to Sentinel-2 optical imagery, including
topography, weather and SAR data. We use all modalities each

model can support.

CropHarvest
Method Arch. Togo Brazil Kenya  Breizhcrops
Presto  ViT-Presto ~ 75.5 98.8 84.0 63.0
AnySat ViT-Base 73.4 76.7 75.5 66.1
Galileo ViT-Nano 73.5 76.4 84.5 67.3
Galileo ViT-Tiny 74.7 97.2 854 69.0
Galileo ViT-Base 74.8 99.3 84.2 73.0

AnySat and the pixel time series specialist Presto (Tab.

6).

Galileo outranks Presto and far exceeds AnySat.

tion tasks are gray-ed to focus on segmentation with our local task.

We measure % mloU (1) of linear prediction on frozen features.
masking target enc. loss

strategy computation  function MADOS Floods CropH. EuroSat
random 0 PatchDisc 71.48 7739 86.77  86.90
random-+space-+time 0 PatchDisc 68.63 77.82 8531 88.80
space+time 0 PatchDisc 62.25 77.22 86.82  87.00
random 6 PatchDisc 58.53 75.66 76.58  065.40
random 12 PatchDisc 11.65 72.60 7192  27.50
random varied PatchDisc 825 6889 77.83 1840
random 0 MSE 6534 77.09 86.71  87.40
random 0 PatchDiscp 70.12 77.26 8527  88.20
4.1. Ablations

For all our ablation experiments, we pretrain ViT-Tiny mod-
els for 200 epochs. We select four diverse tasks for segmen-
tation (SenlFloods11 and MADOS), image classification
(EuroSat), and time series classification (CropHarvest), us-
ing only the validation sets for ablations.

We first ablate our global and local tasks: while the global
task excels at the classification tasks and the local task ex-
cels at the segmentation tasks, neither excel at both. We
then ablate our combined algorithm, which excels on both
the classification and segmentation tasks. We ablate the
following specific components of our algorithms:

Global task ablations. We focus on classification, which
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Table 9. Our dual-objective algorithm excels on both classification
and segmentation, and is more consistent than our single-objective
algorithms. MADOS and SenlFloods11 (% mloU) via linear
probing. CropHarvest and EuroSat (% top-1 acc.) via kNN.

global local share — target 1\ 1y Floods CropH. EuroSat

loss loss predictors context
PatchDiscp  PatchDisc no all 64.37 7733 87.72 89.70
PatchDisc  PatchDisc no all 67.79 77.66 87.87 91.00

PatchDiscg PatchDisc no dec. 63.54 7695 8698 89.30

PatchDisc  PatchDisc no dec. 3698 7421 8549 83.30
PatchDisc  PatchDisc no dec.+enc. 63.41 7736 85.87 89.30
PatchDisc  PatchDisc yes all 67.04 78.23 8523 88.50
PatchDiscp PatchDiscp no all 67.88 77.08 86.61 89.50

MSE MSE no all 62.36 77.17 86.28 88.70

our global learning is designed for (see Tab. 7). Our global
task chooses per-modality depths when computing targets.
It slightly outperforms models that set all target depths to 6
(half the layers) and 12 (all layers). Using only linear pro-
jections for target processing drops by 2.6% on EuroSat and
2.9% on CropHarvest, confirming the importance of target-
ing deeper features for classification. Using the PatchDisc
loss without our local task fails, and achieves only 62.5%
on EuroSat, which may potentially be caused by a shortcut
exploiting position embeddings. We fix this by including
tokens from other samples in the batch as negatives in the
contrastive objective (our PatchDiscp). Finally, unstruc-
tured random masking fails when used in our global task.

Local task ablations. We focus on segmentation, which
our local learning is designed for (see Tab. 8). Our local
targets have a depth of 0, i.e., they are shallow linear pro-
jections of the input without any deeper modeling. The
choice of shallow targets is highly effective: it achieves
71.5% mIoU on the MADOS dataset, which contains tiny
objects such as marine debris, while our global task achieves
only 58.9%. Using the PatchDisc loss slightly outperforms
PatchDiscp; only targeting linear projections (i.e., without
position embeddings) prevents potential shortcuts without
using negative tokens from the batch. These contrastive
losses outperform the MSE loss by 5+% on MADOS, which
demonstrates repelling the pixels from other tokens ampli-
fies local features. Ours is the first use of deep-shallow
contrastive learning for self-supervised learning for RS in
particular and SSL in general. Finally, unstructured random
masking outperforms structured masking by 9% on MA-
DOS, which confirms our intuition that prediction across
shorter spans promotes local features.

Full algorithm ablations. Although PatchDiscp is essen-
tial for our global task when used alone, when used with
our local task it is unnecessary. Not sharing predictor pa-
rameters across objectives is optimal. Interestingly, our
dual-objective strategy achieves successful training runs
more consistently (e.g. 100% of runs achieve >80% on
EuroSat in Tab. 9 vs. 63% of runs in Tabs. 7 and 8).

5. Related Work and Background

Self-Supervised Learning. Reconstructing a masked or
noisy input is a common form of self-supervised pretrain-
ing, both for natural language (Devlin et al., 2018; Radford
et al., 2018; Mikolov et al., 2013) and natural imagery (Xie
et al., 2022; He et al., 2022; Vincent et al., 2008). While
these methods make predictions in the input space (e.g. re-
constructing pixels as done by the MAE He et al. (2022)),
recent work has investigated making predictions in the latent
space (Assran et al., 2022; Wei et al., 2024). These methods
predict patch representations computed by the encoder’s
exponential moving average. Galileo uniquely predics and
learns at different depths of the latent space, ranging from
(linear projections of) the input space to the full depth of the
latent space.

Contrastive learning (Le-Khac et al., 2020; Oord et al., 2018;
Chen et al., 2020; Chopra et al., 2005) is a different approach
to self-supervised pre-training: it duplicates and transforms
inputs, encodes them all, then attracts the representations of
the same input (called positives) and repels the representa-
tions of different inputs (called negatives). LatentMIM (Wei
et al., 2024) applies contrastive learning to latent representa-
tions of masked inputs to increase the stability of these meth-
ods compared to reconstructive losses: its PatchDisc loss
attracts patch representations of the same location within an
image, and repels patch representations in the same input
but at different locations. We adopt the PatchDisc loss but
observe it remains prone to collapse. Galileo’s dual losses
stabilize pretraining for reliable improvement of the loss.

Pretrained RS Models. When pretraining models for re-
mote sensing data, most methods process a single timestep
of data, either of multispectral optical imagery only (Sat-
MAE (Cong et al., 2022), MMEarth (Nedungadi et al.,
2024)), multispectral optical imagery and SAR data seper-
ately (SoftCon Wang et al. (2024b), DOFA Xiong et al.
(2024), DeCUR Wang et al. (2024a)) or multispectral
optical imagery and SAR data jointly (CROMA (Fuller
et al., 2024)). Models which process multiple timesteps of
data can either only process multispectral optical imagery
(Prithvi 2.0 (Szwarcman et al., 2024), Satlas (Bastani et al.,
2023)) or ignore spatial relationships and treat the data as
pixel time series (Presto (Tseng et al., 2023)). These models
employ different self-supervised learning methods during
pretraining; we illustrate some of them in Figure 5.

Galileo learns from and processes more modalities than
these previous approaches. It can jointly process multi-
spectral optical imagery and SAR imagery in addition to
many other remote sensing products, including topography,
weather, population maps, night-lights and land cover classi-
fication maps. These products are commonly used in remote
sensing tasks, and are therefore important for the utility
of Galileo in a wide range of remote sensing applications.
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Figure 5. SSL for RS. Top left: Contrastive methods attract representations originating from the same sample and repel representations
from other samples. Top center: Reconstruction methods predict pixels of hidden patches. Top right: I-JEPA and AnySat predict
representations of hidden patches. Bottom left: LatentMIM (which lacks an RS instantiation) attracts representations originating from the
same patch and repels representations from other patches. Galileo (ours): Our method simultaneously attracts varied-level representations
of the same patch and repels elsewhere while it attracts pixel predictions of the same patch and repels elsewhere. This strategy encourages

learning global and local features.

In addition, Galileo can flexibly model both the space and
time dimensions of this multimodal data to handle inputs as
single-timestep imagery, multi-timestep imagery, or pixel
time series. This reflects the many multimodal, multi-shape
approaches used by remote sensing practitioners (from pixel
time series (Van Tricht et al., 2023; Kruse et al., 2023) to
single- or multi- timestep imagery (Beukema et al., 2023)),
and allows Galileo to fit seamlessly into existing remote
sensing workflows.

AnySat (Astruc et al., 2024) is concurrent with our work and
shares the same spirit. AnySat processes data from many
satellites, and can also flexibly process the space and time
dimensions of this data. However, AnySat is missing many
of the other modalities processed by Galileo, which may be
necessary to model a range of remote sensing phenomena
(Poggio et al., 2021; Van Tricht et al., 2023)) and make an
empirical difference across our benchmarks (Table 11).

6. Conclusion

We identify two requirements for the application of pre-
trained models in a wide range of RS contexts: (i) the ability
to flexibly process different modalities and input shapes,
and (ii) the ability to model RS phenomena which occur at
different scales. To meet these requirements, we present the
Galileo family of pretrained RS models.

We achieve these requirements by innovating on (i) the
Galileo model architecture to flexibly process highly mul-

timodal inputs that vary in both space and time, (ii) our
dual local-global SSL algorithm, to encourage the model to
learn phenomena occurring at different scales, and (iii) the
pretraining dataset used to train the Galileo models.

We run hundreds of evaluations — including extensive
sweeps of baseline pretrained RS models — to robustly
demonstrate Galileo’s performance across a wide range
of domains and task types. We run thorough ablations
of our method. Having confirmed the effectiveness and
transferability of unified local, global, and multimodal self-
supervised learning with Galileo, we note that more research
is needed to investigate local and global self-supervision for
other data beyond RS.

The ability to process many remote sensing modalities is im-
portant to remote sensing practitioners, who find that using
arange of inputs is critical to obtaining good results (Poggio
et al., 2021; Rao et al., 2020; Van Tricht et al., 2023). This
is rarely reflected in benchmark datasets, which typically
only consist of optical or radar data. While many pretrained
models can only process the benchmark modalities, Galileo
is trained to process additional modalities that are common
in practice. This functionality, despite not being captured
by these standard benchmarks, is valuable to practitioners
who need to take full advantage of the available data.

The model weights, pretraining code, pretrain-
ing data and evaluation code are open sourced at
github.com/nasaharvest/galileo.


https://github.com/nasaharvest/galileo

Galileo: Learning Global & Local Features of Many Remote Sensing Modalities

Impact Statement

Applications of machine learning to RS span a range of soci-
etally important applications, from species distribution mod-
elling (Teng et al., 2024) to disaster management (Kansakar
& Hossain, 2016). By providing a set of RS models which
can perform well even when few labels are available, we
hope to enable RS practitioners to continue exploring and
deploying these applications. We take several steps to en-
courage the adoption of these models, including training
the models on publicly available RS data and training a
diversity of model sizes so that they can be used in compute-
constrained environments. In addition, we demonstrate
Galileo’s performance using both computationally expen-
sive transfer learning (with finetuning) and computationally
cheap transfer learning (with kNN and linear probing).

Tuia et al. (2023) highlight that a risk of these models is that
they can be used to collect information about populations
so that decisions are made without their involvement. We
encourage the deployment of Galileo in collaboration with
local communities and stakeholders (Krafft, 2023; Kshir-
sagar et al., 2021; Nakalembe & Kerner, 2023).
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A. Methodology details
A.1. The Galileo SSL algorithm

We adopt a latent prediction framework inspired by Assran et al.
(2023), Garrido et al. (2024), and Wei et al. (2024), which operates
as follows: @ Given a batch of samples, we construct two different ~ Table 10. Our global task, with a varying minibatch
views of each sample, x; € RL1xD 4pd Xo € REL2xD. ® Our “online” size. By default, we use the largest minibach size which

; : _ : « » fits in memory on a single H100 GPU (32). We in-
encoder computes patch encodings z; = E(x;), while our “target . . . .

. . . clude PatchDisc; results, which are equivalent to using

encoder — an exponential moving average of the online encoder — . . . .

h i E @i PatchDisc g with a minibatch size of 1.
computes target pa.tc encodings Z.2 N EN.[A.(XQ): © A predictor Minibatch size  MADOS  Floods CropH. EuroSat
transformer P receives the target view’s position, time, month, and

. LoxD . 32 58.91 76.92 88.72 89.50
channel group embeddings e € R as placeholder queries and 16 6424 7776 8851  90.10
predicts patch encodings p € RY2*P by cross-attending to the online 1 (PatchDiscy) 2574 71.68 7530  62.50

patch encodings, i.e., p = P(ea,2z1). @ The predictions p and targets
zo are compared to compute a loss £(p, z2) that updates the online
encoder.

We adapt this latent prediction framework for learning local and global features. We outline those adaptations below.

A.1.1. LEARNING GLOBAL FEATURES

We design this algorithm to learn abstract, lower-frequency features suited for classification applications. @ View construction
involves: @ uniformly sampling the number of channel groups N € {2,3,...,17}, @ randomly selecting NV channel groups
(e.g., RGB, SAR, ERAY), @ repeating steps (a-b) for the target encoder while excluding overlapping channel groups, @
applying either spatial or temporal masking, and @ tokenizing both views to obtain x; and x5. Space masking samples
masks across space while maintaining consistency across time; time masking does the same across time while maintaining
consistency across space. In both cases, modalities are selected for encoding or decoding. @-@ Following our general
framework, we compute z; and p, and compute targets using varied exit depths from the target encoder, EéM A O To
encourage globally discriminative representations, we extend the PatchDisc loss to better discriminate samples in a batch by
sampling negative examples from the batch (as opposed to only the instance). This approach (“PatchDiscz”) is defined

below (note this is equivalent to PatchDisc; if the Zf summation is removed):

_ -7 B 1 L; exp(sim(u;, ;,vi;)/7)
= =T = , 1 ¥ \J
E(u) V) B Zl L; Z] 0og 25 Zf,,i/ CXP(Sim(uin,Vi/yj/)/T)

with the softmax temperature 7, the sample index 7, the batch size B, the token index j, the number of tokens in the ith
sample L;, and the I, normalized dot product sim(u, v) = u'v/||ul|||v||. This yields the following global task:

Lgiobar = PatchDiscg(P(e2, E(x1)), sg(EéMA(xQ)))

Measuring the effect of batch size PatchDiscp samples negative patches from all instances within a batch, compared to
within an instance for PatchDisc;. This introduces a dependency on batch size; we measure the effect of batch size in Table
10.

A.1.2. LEARNING LOCAL FEATURES

We design this algorithm to learn fine-grained, higher-frequency features suited for segmentation applications. @ View
construction involves: @ tokenizing the entire sample, and @ randomly selecting 5% of tokens for x; and 50% for

xo. @-© Following our general framework, we compute z; and p, but compute targets using only the target encoder’s

linear projection, i.e., Eg;,f/{ — skipping transformer blocks such that the predictor targets low-level features. @ We use

LatentMIM’s PatchDisc loss, tasking the model to discriminate between patches on the basis of low-level features alone:

Liocal = PatchDisc(P(ea, E(x1)), sg(E (x2)))

A.1.3. COMBINING LOCAL AND GLOBAL OBJECTIVES

As noted in Section 2.2, our combined method alternates between the local and global objectives during pretraining:
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1
EGalileo = §(£global + Elocal)

B. Pretraining details
B.1. A globally sampled pretraining dataset

To construct the Galileo dataset, we split the global WorldCover map (Zanaga et al., 2022) into 1000 x 1000 pixels
(10km x 10km) tiles. For each tile, we compute two feature sets: @ the number of pixels within each WorldCover
classification class, and @ the latitude and longitude of the tile. We use these features to train a £=150,000 k-means
clustering algorithm, and select the tiles closest to the centroid of each cluster. This yields 150,000 training points, of which
85% (127,155) are successfully exported using Google Earth Engine (Gorelick et al., 2017). By including both the pixel
counts and the latitude and longitudes as features to the k-means algorithm, we ensure both the semantic and geographic
diversity of the model’s training points — Figure 3 shows a chloropleth map of the exported points.

We use this sampling procedure to construct a rich dataset to pretrain our model. This dataset consists of 9 RS inputs, ranging
from directly sensed inputs (such as Sentinel-2 optical imagery) to semantically dense maps (such as the Dynamic World
landcover maps) — these are discussed in detail in Section 2.3. Table 11 studies the impact of each of these modalities on
the model’s downstream performance, by pretraining the combined global-local model while omitting a single data product.

Table 11. Ablating the Galileo dataset. MADOS and Sen1Floods11 (% mloU) via linear probing. CropHarvest and EuroSat (% OA) via
kNN.

ﬁgl?to ved MADOS SenlFloodsl11 CropHarvest EuroSat
None 67.79 77.66 87.87 91.00
S 67.67 N/A 85.27 90.20
NDVI 67.89 78.10 88.32 90.00
ERA5 68.10 77.10 87.14 91.20
TerraClim 61.30 74.90 82.78 81.20
VIIRS 63.48 74.52 84.10 81.10
SRTM 66.14 77.62 86.74 91.00
DynamicWorld 67.24 77.86 87.80 89.30
WorldCereal 65.94 77.56 87.71 89.60
LandScan 60.74 77.45 87.89 91.10
Location 69.25 77.36 87.14 91.20

B.2. Implementation

All models are trained on single HI00 GPUs (model sizes and training times are described in Table 12). We use an effective
batch size of 512, which consists of minibatches of 32 instances augmented and repeated 4 times (Hoffer et al., 2019). For
data augmentations, we randomly apply vertical and horizontal flipping and 90-degree rotations to each instance. When
repeating the data, we first randomly select a patch size P € [1,2,3,4, 5,6, 7, 8]. We then randomly select a (size, timestep)
combination (S,T) € [(4,12), (5,6), (6,4), (7,3), (9, 3), (12, 3)]. We then randomly subset spatially height H = P x S,
width W = P x S and timesteps 7" from each instance in the batch.

We use bfloat16 precision, and the AdamW optimizer with 5; = 0.9 and 2 = 0.999 with gradient clipping. We warmup
our learning rate for 30 epochs to a maximum learning rate before applying a cooldown via a cosine decay schedule. We
use exponential moving averaging (EMA) to update our target encoder with a momentum value of 0.996 which linearly
increases to 1 throughout pretraining following Assran et al. (2022).

For all ablations (Section 4.1), we pretrain a ViT-Tiny model for 200 epochs to a maximum learning rate of 2 x 1073
and use a weight decay of 0.02. For the final Galileo models, we pretrain the models for 500 epochs and conduct
a sweep of [learning rate X weight decay|. For the ViT-Nano and ViT-Tiny architectures, we sweep learning rates €
[1x1073,2x1073,3 x 1073] and weight decays € [1x1072,2x 1072, 3 x 10~2]. For the ViT-Base architecture, we sweep
learning rates € [1 x 10743 x 1074,1 x 1073,2 x 1073, 3 x 10~3] and weight decays € [1 x 1072,2 x 1072,3 x 1072].
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Table 12. Configurations of our ViT models and associated pretraining costs. GPU-hours describes the number of GPU-hours required to
pretrain each model for 500 epochs on an H100 GPU.

architecture ~ blocks  dim  heads  params  GPU-hours

ViT-Nano 4 128 8 0.8M 200
ViT-Tiny 12 192 3 5.3M 259
ViT-Base 12 768 12 85.0M 573

C. Evaluation details
C.1. Implementation

To ensure consistent experimental settings when comparing pretrained models, we rerun all evaluations under identical
conditions. For the kNN probing, we follow the implementation of Gwilliam & Shrivastava (2022) — we use the pretrained
models to compute representations of the test data (as values) and training data (as keys) — we then use the keys to classify
the test data. Following Fuller et al. (2024) and Reed et al. (2023), we use k¥ = 20. When linear probing, we use the
pretrained models to compute representations of the training data and use this to train linear probes. We sweep learning
rates when training the linear probes ({1, 3,4, 5} x 10{~%4=3:=2=1}) and apply the trained linear probes to the computed
representations of the test data. When finetuning, we sweep learning rates when finetuning ({1, 3,6} x 10{=5:-4=3}y and
apply the finetuned models to the test data.

C.2. Evaluation Datasets

We evaluate our models on the datasets described below. For all GeoBench-modified datasets (Lacoste et al., 2024) -
m-Eurosat, m-BigEarthnet, m-So2Sat, m-Brick-Kiln, m-Cashew-Plant and m-SA-Crop-Type, we use the training, validation
and test splits shared by GeoBench. In addition, we use the 1%, 5% and 20% partitions shared by GeoBench.

* m-EuroSat (Helber et al., 2019): The full training set consists of 2,000 images, with 1,000 images in the validation
and test sets. Images are 64 x 64 pixels.

* m-BigEarthNet (Sumbul et al., 2019): The full training set consists of 20,000 images, with 1,000 images in the test
set. Images are 120 x 120 pixels.

* m-So2Sat (Zhu et al., 2020): The full training set consists of 19,992 images, with 986 images in the test set, and
images are 32 x 32 pixels.

* m-Brick-Kiln (Lee et al., 2021): The full training set consists of 15,063 images, with 999 images in the test set. Images
are 64 x 64 pixels.

* m-Cashew-Plant (Yin et al., 2023): The full training set consists of 1,350 images, with 50 images in the test set.
Images are 256 x 256; we subtile them into 64 x 64 images.

* m-SA-crop-type (link): The full training set consists of 3,000 images, with 93 images in the test set. Images are
256 x 256; we subtile them into 64 x 64 images.

* MADOS (Kikaki et al., 2024): The full MADOS dataset consists of 2,804 140 x 140 images, extracted from 174
Sentinel-2 scenes. We use the train/val/test splits from MADOS (50%/25%/25%) — each split was created as a
representative subset of the entire MADOS dataset. In addition, we subtile each image into 80 x 80 images.

¢ PASTIS (Garnot & Landrieu, 2021): The full PASTIS dataset consists of 2,433 128 x 128 time series, with 38-61
timesteps per time series. We subtile each time series spatially into 64 x 64 images. In addition, we compute monthly
aggregations of the time series. Garnot & Landrieu (2021) share 5 folds of the data; we use folds {1, 2, 3} for training,
4 for validation and 5 for testing. When applying single-timestep models to this dataset, we additionally sweep pooling
methods to pool per-timestep encodings (as described in Section C).

* Breizhcrops (RuSwurm et al., 2019): The Breizhcrops dataset consists of pixel time series in 4 NUTS-3 regions in
Brittany, France. We use 2 for training (FRHO1, with 178,613 parcels and FRHO2 with 140,645 parcels). We use
FRHO3 (166,391 parcels) for validation and FRHO04 (122,614 parcels) for testing. The dataset consists of variable
sequence lengths; we compute monthly aggregations of the time series.
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* CropHarvest (Tseng et al., 2021): The CropHarvest dataset consists of 3 pixel time series tasks: (i) crop vs. non crop
in Togo, with 1,319 samples in the training set and 306 samples in the test set, (ii) maize vs. rest in Kenya with 1,345
samples in the training set and 1,942 m? of densely labelled pixels in the test set, and (iii) coffee vs. rest in Brazil with
794 samples in the training set and 4.2 km? of densely lablled pixels in the test set.

C.3. Comparing to baseline models

Corley et al. (2024) found that input-image sizes and feature scaling methods can have significant impacts on the performance
of pretrained RS models. We therefore resize all input images to the sizes that the models were pretrained on. In addition,
we treat feature scaling methods as an additional hyperparameter, and sweep it in addition to the learning rates (where those
are applicable, i.e. for linear probing and finetuning). Finally, the PASTIS dataset consists of multiple timesteps of optical
imagery. Since all benchmark models (except AnySat) cannot process the full time series natively, we use multiple forward
passes. We test a mean and a max to combine the model outputs, following Bastani et al. (2023).

The reported test results are therefore computed by sweeping the cross
product of the following hyperparameters, using the validation sets in
Table 13. Galileo MADOS classification test perfor- the downstream datasets:
mance (%) as a function of patch size measured via

linear probing for different training set %s. [Learning Rate] x [Temporal aggregations|
Arch. patchsize 100% 20% 5% 1%
_ > 536 439 335 166 In addition to conducting this sweep, we run the linear probes 5 times
ViT-Nano 4 548 415 289 139 and average the results. When running the linear probe, we sweep the
__ > 619 499 306 152 learning rate and feature scaling method concurrently for the first run.
ViT-Tiny 4 60.8 50.6 340 175 We select the feature scaling method from this first run, and fix it for
_ ) 684 534 390 180 all subsequent runs. We then select the best other hyperparameters
ViT-Base 4 67.6 490 341 147 per run, and aggregate these to obtain our final results.

We run this sweep for all evaluation datasets with the exception of the
CropHarvest tasks; these consist of small training sets and no validation sets against which the hyperparameters can be
selected. We therefore follow Tseng et al. (2023) in using the same feature scaling methods as was used during pretraining,
and using scikit-learn’s regression algorithm with default parameters (Pedregosa et al., 2011) for all models.

C.3.1. FEATURE SCALING

The pretrained models we benchmark against apply either stan-
dardization (MMEarth, DOFA, AnySat and Presto) or normal-
ization (all other models) during pretraining. We sweep the ~ Table 14. Galileo m-Eurosat classification test performance
following normalization statistics, either via standardization (%) as a function of patch size measured via kNN for different
on normalization depending on the pre-training procedure: @  faning set %IS' MACSdre(;lulljred tlo pr,oceslj a Smglf EuroSac;
statistics from the downstream datasets, @ SatMAE pretraining instance are also recorded; by selecting the model size an

.. .. . patch size, practitioners can make trade offs between model
statistics, @ SSL4EO (Wang et al., 2023) statistics, @ Galileo .

o N o - performance and inference costs.

pretraining dataset statistics, @ Presto pretraining dataset statis-

. .. .. Arch. atchsize  GMACs 100% 20% 5% 1%
tics. For all of these statistics, we additionally sweep standard P g 05 257 819 550 385
deviati(?n multipliers. Prithvi 2.0 statist?cs only cover a sgb§et ViT-Nano 16 0.06 857 793 560 411
gf Sentinel-2 bands; we thgrefore only include those statistics e 3 171 883 830 597 4l3
in the sweeps for the Prithvi 2.0 model. t1=liny 16 0.43 83.6 784 50.1 33.8

ViT-Base 8 27.20 926 883 724 569
D. Results i 16 6.80 880 824 586 489

We include full results for the image classification tasks (Table

15) and segmentation tasks (Table 17). In addition, full results

for the m-Eurosat dataset with varying patch sizes are recorded

in Table 14 - these values are used in Figure 4. Similarly, we measure results for MADOS with varying patch sizes in Table
13 - a patch size of 4 is used in Tables 5 and 17.

We rank the models in Table 18. When ranking the models, we compute the average rank of each model across each dataset
and partition.
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Table 15. Image classification test performance (%) via kNN. Ranks are calculated by averaging all results and ranking the averages.

m-EuroSat m-BigEarthNet m-So2Sat m-Brick-Kiln

Training %, Top-1 Acc. T Training %, F1 Score ©  Training %, Top-1 Acc. T Training %, Top-1 Acc. 1
Method Arch. 100% 20% 5% 1% 100% 20% 5% 1% 100% 20% 5% 1% 100% 20% 5% 1%
SatMAE (Cong et al., 2022) ViT-Base 84.1 733 50.1 34.8 506 425 357 29.0 360 329 297 231 86.1 819 803 735
SatMAE (Cong et al., 2022) ViT-Large 84.3 74.7 53.1 464 50.8 429 356 27.7 36.6 343 31.0 244 879 84.0 804 747
SatMAE++ (Noman et al., 2024)  ViT-Large 82.7 759 51.1 485 50.8 428 36.7 31.6 347 327 299 234 896 87.1 828 767
CROMA (Fuller et al., 2024) ViT-Base 85.6 79.4 662 513 588 553 493 447 48.8 48.0 439 338 92.6 90.6 87.7 85.1
CROMA (Fuller et al., 2024) ViT-Large 86.3 78.1 599 49.0 56.6 50.6 44.1 38.0 47.6 450 432 337 910 86.7 829 802
SoftCon (Wang et al., 2024b) ViT-Small 89.8 834 559 272 64.7 58.7 52.6 433 51.1 499 433 314 892 869 805 7738
SoftCon (Wang et al., 2024b) ViT-Base 90.3 82.1 542 198 63.7 575 520 425 510 49.7 453 354 90.0 86.1 80.6 745
DOFA-v1 (Xiong et al., 2024) ViT-Base 82.8 72.1 60.9 49.6 494 436 372 299 414 407 375 294 883 862 82.0 783
DOFA-v1 (Xiong et al., 2024) ViT-Large 83.6 72.1 53.5 41.7 499 416 353 276 454 40.6 356 31.8 86.8 852 848 80.6
Satlas (Bastani et al., 2023) Swin-Tiny 81.7 703 483 358 519 448 37.8 29.6 36.6 307 29.6 27.1 882 852 824 730
Satlas (Bastani et al., 2023) Swin-Base 81.5 69.1 42.1 10.0 47.0 41.1 35.0 25.8 358 334 29.6 304 80.0 783 769 733
MMEdarth (Nedungadi et al., 2024) CNN-atto 81.7 73.5 60.3 30.0 583 522 46,5 39.6 39.8 388 368 251 894 854 841 79.7
DeCUR (Wang et al., 2024a) ViT-Small 89.0 853 723 46.6 63.8 59.2 554 49.6 458 43.1 385 309 837 817 779 742
Prithvi 2.0 (Szwarcman et al., 2024) ViT-Large 80.2 69.4 54.1 48.0 494 429 355 288 295 312 29.6 261 879 86.8 833 80.6
AnySat (Astruc et al., 2024) ViT-Base 822 73.7 625 47.1 549 472 40.7 337 39.8 349 320 29.0 853 817 78.0 72.0
Galileo ViT-Nano 89.7 824 56.6 41.7 53.8 463 415 339 50.1 503 47.5 374 867 822 832 79.7
Galileo ViT-Tiny 90.1 839 59.5 413 555 482 41.6 344 49.7 50.5 442 362 869 837 838 773
Galileo ViT-Base 93.0 88.5 713 56.6 59.0 515 454 365 548 53.8 51.1 432 90.7 869 858 78.0
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Table 16. Image classification test performance (%) via finetuning.

m-EuroSat m-BigEarthNet m-So2Sat m-Brick-Kiln

Training %, Top-1 Acc. T  Training %, F1 Score Training %, Top-1 Acc. T Training %, Top-1 Acc. T
Method Arch. 100% 20% 5% 1% 100% 20% 5% 1% 100% 20% 5% 1% 100% 20% 5% 1%
SatMAE (Cong et al., 2022) ViT-Base 96.5 90.8 79.7 555 67.8 593 51.1 39.0 545 520 452 348 985 974 97.0 940
SatMAE (Cong et al., 2022) ViT-Large 96.6 915 825 569 683 61.1 524 418 572 562 49.7 364 984 973 973 96.1
SatMAE++ (Noman et al., 2024)  ViT-Large 96.5 90.6 80.1 564 679 604 519 45.6 560 524 46.0 369 98.6 973 96.0 925
CROMA (Fuller et al., 2024) ViT-Base 96.0 912 792 53.6 70.0 634 540 434 59.7 59.1 541 433 987 97.8 97.0 96.1
CROMA (Fuller et al., 2024) ViT-Large 96.6 929 80.7 52.7 719 66.0 583 479 60.6 579 529 409 987 980 97.1 96.7
SoftCon (Wang et al., 2024b) ViT-Small 97.4 954 849 575 695 625 533 36.0 61.7 603 542 492 988 98.1 97.7 972
SoftCon (Wang et al., 2024b) ViT-Base 97.5 950 882 563 703 63.6 538 385 61.7 603 542 492 987 981 98.0 97.3
DOFA-v1-vl (Xiong et al., 2024) ~ ViT-Base 94.6 86.1 742 509 68.1 603 519 419 567 499 458 338 987 973 962 95.0
DOFA-v1-vl (Xiong et al., 2024) ~ ViT-Large 969 91.5 822 534 68.0 603 522 435 587 554 474 370 986 969 96.1 945
Satlas (Bastani et al., 2023) Swin-Tiny 96.3 89.1 78.1 529 713 638 53.6 320 573 527 459 30.8 985 97.7 96.8 94.7
Satlas (Bastani et al., 2023) Swin-Base 97.5 922 812 519 728 65.1 549 258 619 550 47.0 30.6 984 979 972 947
MMEQarth (Nedungadi et al., 2024) CNN-atto 95.7 86.1 73.0 47.5 70.0 62.7 52.6 434 572 510 441 300 989 98.0 965 89.2
DeCUR (Wang et al., 2024a) ViT-Small 97.9 953 879 542 709 649 547 447 617 61.0 542 47.0 987 980 97.1 969
Prithvi 2.0 (Szwarcman et al., 2024) ViT-Large 96.5 89.2 77.6 51.5 69.0 61.8 51.4 37.1 546 505 402 31.0 98.6 97.6 96.7 96.2
AnySat (Astruc et al., 2024) ViT-Base 959 882 744 513 703 61.6 46.1 133 51.8 498 420 297 986 972 96.8 85.6
Galileo (ours) ViT-Nano 945 883 80.2 52.6 67.1 593 44.1 233 574 547 478 349 985 977 96.1 942
Galileo (ours) ViT-Tiny 969 944 852 60.6 69.7 622 534 395 619 572 549 431 987 979 972 96.6
Galileo (ours) ViT-Base 97.7 96.0 87.0 63.5 70.7 63.1 539 409 633 57.8 56.7 50.6 987 98.0 97.5 96.8
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Table 17. Image (and image timeseries) segmentation test performance (%) via linear probing. * For semantic segmentation, AnySat
outputs dense per-pixel features instead of per-patch. To keep the training-costs of the linear probes similar to other models, we sampled
6.25% of pixel features per image when training the linear probe for AnySat. Evaluation used all pixel features in an image.

m-Cashew-Plant m-SA-Crop-Type MADOS Senl1Floods11 PASTIS
Training %, mloU 1 Training %, mloU 1 Training %, mloU 1 Training %, mloU 1 Training %, mloU 1
Method Arch. 100% 20% 5% 1% 100% 20% 5% 1% 100% 20% 5% 1% 100% 20% 5% 1% 100% 20% 5% 1%
SatMAE (Cong et al., 2022) ViT-Base 289 28.1 27.6 230 238 234 215 168 532 39.1 264 124 not supported 27.6 242 185 112
SatMAE (Cong et al., 2022) ViT-Large 30.8 29.7 287 227 248 240 219 169 556 41.0 299 132 not supported 29.6 253 19.1 115
SatMAE++ (Noman et al., 2024) ~ ViT-Large 29.6 28.0 27.5 233 257 243 215 168 499 382 275 127 not supported 30.5 26.0 193 120
CROMA (Fuller et al., 2024) ViT-Base 31.8 314 302 268 320 299 261 183 642 49.1 39.6 244 789 78.1 774 77.6 444 384 292 185
CROMA (Fuller et al., 2024) ViT-Large 34.3 333 325 279 320 299 256 180 663 525 362 139 786 780 77.1 772 429 359 258 16.1
SoftCon (Wang et al., 2024b) ViT-Small 27.0 26.8 256 23.0 285 27.8 243 17.7 57.1 440 294 19.1 785 783 769 756 286 261 193 118
SoftCon (Wang et al., 2024b) ViT-Base 29.6 289 272 228 308 293 247 185 603 424 319 165 78.0 774 749 748 313 265 193 105
DOFA-v1 (Xiong et al., 2024) ViT-Base 269 26.7 268 222 248 239 210 166 483 374 300 19.1 78.1 77.8 77.0 771 298 256 195 132
DOFA-v1 (Xiong et al., 2024) ViT-Large 27.7 274 273 233 254 239 213 168 51.6 385 31.0 19.1 781 779 773 774 29.8 255 195 134
Satlas (Bastani et al., 2023) Swin-Tiny 25.1 24.8 242 18.6 234 227 198 162 459 357 265 124 not supported 28.0 240 174 109
Satlas (Bastani et al., 2023) Swin-Base 24.5 244 233 194 224 21.6 193 147 480 365 259 159 not supported 254 216 161 92
MMEarth (Nedungadi et al., 2024) CNN-atto 24.2 24.6 24.6 203 222 21.0 187 14.1 342 264 195 16.1 not supported 240 21.6 160 105
DeCUR (Wang et al., 2024a) ViT-Small 262 262 260 228 21.5 20.8 192 153 548 409 303 166 745 746 735 722 224 197 154 11.0
Prithvi 2.0 (Szwarcman et al., 2024) ViT-Large 26.7 26.6 26.8 23.2 229 223 203 157 50.0 418 33.7 189 not supported 293 268 202 132
AnySat * (Astruc et al., 2024) ViT-Base  26.1 26.1 249 21.7 27.1 252 214 158 502 39.8 305 17.0 779 776 771 769 46.2 419 33.7 235
Galileo ViT-Nano 244 24.6 246 245 197 197 17.1 145 548 414 289 139 786 785 77.7 771 175 17.0 157 13.1
Galileo ViT-Tiny 274 270 273 279 225 224 205 17.1 608 50.6 340 175 78.0 778 77.7 719 28.1 270 23.1 169
Galileo ViT-Base 33.0 32.8 33.1 30.2 30.1 293 254 194 67.6 49.0 341 147 794 790 785 782 392 367 279 187
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Table 18. Model rankings, computed against the full Image Clasification (Im. Class.) results in Table 15, Image Segmentation (Im. Seg.)
results in Table 17 and TimeSeries (TS) results in Table 6. We aggregate the Image Classification and Image Segmentation rankings into
a single “Image” (Im.) rankings. When we do this, we average the rankings across all the tasks (as opposed to naively averaging the
aggregated image classification and image segmentation rankings).

Im. Class. Im. Seg

Method Arch. KNN FT LP Im. TS
SatMAE (Cong et al., 2022) ViT-Base 13.8 125 11.7 12.6
SatMAE (Cong et al., 2022) ViT-Large 119 9.1 10.1 10.4
SatMAE++ (Noman et al., 2024) ViT-Large 109 114 10.4 10.9
CROMA (Fuller et al., 2024) ViT-Base 3.6 7.4 2.5 4.3
CROMA (Fuller et al., 2024) ViT-Large 5.9 5.3 3.5 4.8
SoftCon (Wang et al., 2024b) ViT-Small 5.6 4.7 7.7 6.1
SoftCon (Wang et al., 2024b) ViT-Base 5.9 4.0 7.3 59
DOFA-v1 (Xiong et al., 2024) ViT-Base 9.4 13.1 9.6 10.6
DOFA-v1 (Xiong et al., 2024) ViT-Large 10.6 10.2 7.7 9.4

Satlas (Bastani et al., 2023) Swin-Tiny 12.7  10.6 14.9 12.9

Satlas (Bastani et al., 2023) Swin-Base  15.9 7.9 15.7 134
MME¢arth (Nedungadi et al., 2024) CNN-atto 8.3 11.7 16.1 12.3
DeCUR (Wang et al., 2024a) ViT-Small 7.0 3.6 13.0 8.3
Prithvi 2.0 (Szwarcman et al., 2024)  ViT-Large 12.0 125 10.8 11.7
AnySat (Astruc et al., 2024) ViT-Base 11.1 14.5 8.3 11.1 45
Presto (Tseng et al., 2023) ViT-Presto 3.0
Galileo ViT-Nano 7.0 13.1 12.2 109 35
Galileo ViT-Tiny 6.6 5.8 6.8 64 23
Galileo ViT-Base 2.9 3.5 2.7 3.0 1.8
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