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Abstract

In this position paper, we argue that human
baselines in foundation model evaluations must
be more rigorous and more transparent to en-
able meaningful comparisons of human vs. Al
performance, and we provide recommenda-
tions and a reporting checklist towards this
end. Human performance baselines are vital for
the machine learning community, downstream
users, and policymakers to interpret Al evalu-
ations. Models are often claimed to achieve
“super-human” performance, but existing baselin-
ing methods are neither sufficiently rigorous nor
sufficiently well-documented to robustly measure
and assess performance differences. Based on a
meta-review of the measurement theory and Al
evaluation literatures, we derive a framework with
recommendations for designing, executing, and
reporting human baselines. We synthesize our rec-
ommendations into a checklist that we use to sys-
tematically review 115 human baselines (studies)
in foundation model evaluations and thus identify
shortcomings in existing baselining methods; our
checklist can also assist researchers in conduct-
ing human baselines and reporting results. We
hope our work can advance more rigorous Al
evaluation practices that can better serve both the
research community and policymakers. Data is
available at: https://github.com/kevin
lwei/human-baselines.
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1. Introduction

Atrtificial intelligence (Al) systems, foundation models in
particular, have increasingly achieved superior performance
on benchmarks in natural language understanding, general
reasoning, coding, and other domains (Maslej et al., [2024).
These results are frequently compared to human baselines—
reference sets of metrics intended to represent human per-
formance on specific tasks—which has led to claims about
models’ “super-human” performance (Bikkasani, [2024).

Human baselines are crucial for evaluating Al systems
and for understanding AI’s societal impacts. For the ma-
chine learning (ML) research community, human baselines
help improve benchmarks, provide context for interpreting
system performance, and demonstrate concurrent validity
(Hardy et al.| [2024; Bowman & Dahl, [2021). For down-
stream users, comparisons to human performance may in-
form decisions about Al adoption (cf. Luo et al.|2019). And
for policymakers, human baselines facilitate risk assess-
ments (OSTP, 2022; INIST|, 2023; |Goemans et al., [2024; [US
AISI & UK AISI, 2024) and predictions of AI’s economic
impacts (Hatzius et al.| [2023; Shrier et al., 2023). Valid
and reliable human baselines thus contribute greatly to the
operational value of Al evaluations.

However, despite widespread recognition in the ML commu-
nity about the importance of human baselines (Reuel et al.|
2024 Ibrahim et al., 2024; Tedeschi et al.| [2023; |Nangia &
Bowman), [2019; |Bender}, 20135)), existing human baselines
used currently to assess human performance on a wide array
of Al evaluation tasks (including reasoning, coding, visual
perception, etc.) are neither sufficiently rigorous nor suf-
ficiently transparent to enable reliable claims about (the
magnitude of) differences between human and Al perfor-
mance. For instance, human baselines in many evaluations
have small or biased samples (Liao et al.| 2021} McIntosh
et al.| 2024)), apply different instruments than those used in
Al evaluation (Tedeschi et al.l [2023)), or fail to control for
confounding variables (Cowley et al., 2022). In addition,
published evaluations commonly omit study details neces-
sary for assessing baseline validity, such as how participants
were recruited or how questions were administered (Section
[A.3). Measurement theory, a methodological field in the so-
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cial sciences concerned with quantifying complex concepts,
addresses analogous issues in human studies (Bandalos),
2018) and can inform best practices in human baselines.

Our position is that human baselines in evaluations of
foundation models must be more rigorous and more
transparent. Building from measurement theory, we pro-
pose recommendations for producing more rigorous human
baselines. We also synthesize our recommendations into
a reporting checklist, which we use to systematically re-
view 115 published human baselines, finding substantial
shortcomings in existing human baselining methods. We
hope that our recommendations and reporting checklist can
support researchers in developing and documenting human
baselines that are more interpretable and valuable to the ML
community, downstream users, and policymakers.

In defending our position, we believe evaluators should be
expected to conduct baselines with significant rigor to en-
able performance comparisons. However, we acknowledge
that there are often barriers to rigor, including the expense
of high-quality baseline data, the evolving evaluation land-
scape, and differences in cognition and interaction modes
between humans and Al systems. Where maximal rigor is
infeasible, evaluators should discuss limitations and narrow
their interpretations of baseline comparisons. Our work
highlights some of these limitations where applicable and
aims to support evaluators in making conscious decisions
about tradeoffs between experimental rigor and practical
considerations such as cost and efficiency.

We proceed to discuss background in Section 2] Section 3]
describes our methodology (details in Appendix [E). Section
H] presents our recommendations (full reporting checklist in
Appendix [B)) and results of our systematic review, which
examines the entire lifecycle of human baselines: baseline(r)
design, recruitment, execution, analysis, and documentation.
Section [] contains discussion and limitations, and Section[6]
surveys alternative views. Section[7]concludes.

2. Background

Measurement theory is the discipline devoted to quantifying
complex or unobservable concepts through the use of ob-
servable indicators, or measurements (Goertz, [2020). Con-
cepts are often multidimensional or impossible to measure
directly, so researchers usually aggregate multiple measure-
ments and rely on proxies for quantities of interest. In-
telligence, for instance, has sometimes been measured by
aggregating multiple different cognitive tests (Deary} 2012).
In the social sciences, measurement theory has also been
applied to concepts like fairness (Patty & Penn||[2019)), emo-
tion (Reisenzein & Junge, 2024), culture (Mohr & Ghaziani,
2014), personality (Drasgow et al., 2009), and language
(Sassoon, [2010). Measurement theory helps build indicators

for these concepts that satisfy criteria of validity (yielding re-
sults that support intended interpretations of measurements)
and reliability (yielding consistent results across many mea-
surements) (Bandalos|, [2018};|Salaudeen et al., [2025).

There has been growing recognition in the Al research com-
munity that Al evaluation can learn from measurement the-
ory and the social sciences (Chang et al.l [2024b; Wallach
et al., [2024}; [Eckman et al.| [2025}; |(Chouldechova et al., [2024;
Blodgett et al.| 2024} Xiao et al., 2023} |Zhou et al., 2022}
Zhao et al., [2025; |Wang et al.| [2023; |[Liao & Xiao} [2023;
Saxon et al. [2024). Like measurement theory, Al evalua-
tion has been concerned with estimating concepts such as
intelligence, fairness, emotion, and culture—though in Al
models rather than in humans (Chang et al.,|2024b)). Recent
research in ML has focused in particular on applying mea-
surement theory to performance metrics (Subramonian et al.}
2023; [Flachl 2019) and fairness metrics (Jacobs et al., [2020;
Grotel [2024; Blodgett et al., 2021)). Additionally, measure-
ment theory provides frameworks for making comparisons
between (human) populations—analogous to the problem
of comparing human and Al performance, which is often
addressed using human baselines in Al evaluations.

We draw on measurement theory to examine human baselin-
ing in evaluations of foundation models (Bommasani et al.|
2022)), which pose unique evaluation challenges (Liao &
X1a0, |2023). Applying measurement theory to the founda-
tion model context is particularly appropriate as foundation
models are exhibiting increasingly general, multidimen-
sional capabilities (Zhong et all 2024) and beginning to
interact with the same interfaces as human users (Anthropic,
2024bj, (Chan et al., [2025). Specifically, we adopt the ap-
proach of |Zhao et al.|(2025) in drawing on measurement
theory to validate the data generation process in human
baselines—that is, we are particularly concerned with the
validity and reliability of baselining methods.

Analysis of the full pipeline of human baselining methods in
the foundation model context is limited. (Cowley et al.|(2022)
adapts best practices from psychology to human baselines
in computer vision studies but does not examine the entire
baseline lifecycle or provide operational-level recommenda-
tions. Tedeschi et al.| (2023) critiques baseline practices as
part of a larger commentary on LLMs but does not examine
related disciplines. And research in human-computer inter-
action methods has similarly been concerned with concept
measurement (Lazar et al., 2017), though rarely with hu-
man baselines in particular. Building on this literature, we
draw on measurement theory across the social sciences to
both conceptual and operational methodological recommen-
dations for human baselining in the context of foundation
models. We also fill a gap in the literature by systematically
reviewing human baselines in foundation model evaluations,
allowing us to identify shortcomings of and opportunities
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for improvement in existing methods for human baselining.

3. Methodology

We used a two-stage approach to develop our position,
adapted from [Zhao et al.| (2025) and [Reuel et al.| (2024).
First, we conducted a meta-review (review of reviews) of
the measurement theory literature to construct best practices
for baselining (Appendix [B)). Using purposive sampling and
backwards snowballing, we identified 29 articles from the
social sciences (psychology, economics, political science,
education) and Al evaluation. We synthesized these recom-
mendations into a more detailed reporting checklist, which
was initially compiled after reviewing these articles and later
refined through internal discussion and expert validation.

Second, using our reporting checklist, we conducted a sys-
tematic review (see Page et al.[2021)) of the Al evaluations
literature to identify gaps in existing human baselining meth-
ods. From academic publications and gray literature, we
identified 115 human baselines in foundation model evalua-
tions. Inclusion criteria consisted of whether the article con-
tained 1) an original human baseline, 2) an evaluation of a
foundation model, and 3) both a human baseline-related key-
word (“human baseline*”, “expert baseline*”, “human per-
formance baseline*”) and an Al evaluation-related keyword
(“Al evaluation*”, “ML benchmark*”, etc.). ‘“Baselines”
from observational data were excluded. Articles were then
manually coded and validated per the checklist from our
meta-review (Appendix [B), with the codebook iteratively re-
fined during the coding process. Full methodological details
are in Appendix [E]

4. A Framework for Rigorous and
Transparent Human Baselines

In this section, we provide high-level recommendations for
conducting human baselines. We organize our discussion by
delineating five stages of the baselining process, as adapted
from Reuel et al.| (2024) and [Paskov et al.| (2025)): design,
recruitment, execution, analysis, and documentation. We
summarize these stages and recommendations in Figure [T}
and we examine both positive and negative examples of
human baseline studies in Appendix [C]

We also discuss results of our systematic review. Appendix
has the full reporting checklist used in our review, and
Appendix [A] contains select per-question summary statistics.
Appendix [F]has additional resources and practical guidance.

4.1. Baseline Design & Implementation

Baseline design is the initial stage of human baseline de-
velopment, at which researchers define baselines’ purpose,
scope, concepts, evaluation items, and metrics; baseline

implementation is the selection and construction of tools
and datasets for evaluation (Reuel et al.| 2024} |Paskov et al.|
2025)). We examine four considerations for this stage.

Use consistent & representative test sets for human base-
lines and Al results. Robust comparisons of human vs. Al
performance require comparing performance on the same
test set. Where the human baseline’s test set is a subset of
the Al test set, performance comparisons should only be
made on the subset, and the subset should also be represen-
tative of the underlying set. Of the baselines in our review,
41% used different test sets for Al vs. human baselines.

Because the cost of human baselines can make baselining on
a large dataset infeasible, researchers often construct base-
lines using subsets of the test sets used for Al evaluation.
Baseline validity thus depends on the sampling strategy used
to create the human baseline test set. Simple random sam-
pling from the broader evaluation dataset may be sufficient
to ensure representativeness of the baseline test set when the
test set is sufficiently large (see|Liao et al.[2021). Stratified
sampling may be preferred where the baseline test set is rel-
atively small, or where the test set must preserve important
properties of the evaluation dataset such as data source (e.g.,
Xiang et al.|2023)), question difficulty (Tedeschi et al.,[2023),
or other relevant dimensions (Cowley et al.|2022} e.g.,|Liu
et al.|[2024b, [Bai et al. [ 2024; see also Siska et al.|[2024).
Baseline test sets (where specified and distinct from Al test
sets) were most commonly created using simple random
(43%), stratified (38%), or purposeful sampling strategies
(6%).

In addition, researchers should clearly indicate where human
baseline test sets differ from Al evaluation test sets when
reporting human baseline results. To directly compare Al
results with human baselines, researchers should also report
Al performance on only the human baseline test set.

Iteratively develop baseline instruments. Iterative pro-
cesses repeatedly test and refine the measurement instru-
ments (e.g., forms, surveys) by applying multiple rounds
of validation, feedback, and refinement of before final data
collection. Although researchers often iterate on prompts
for Al systems, only 35% of baselines reviewed reported
iteratively developing human baseline instruments.

The feedback loops created by iteration can support con-
struct validity (Rosellini & Brown, [2021)) while ensuring
clarity and consistent interpretation of instruments (Cheng
et al., [2024; |Cowley et al., 2022)). In the social sciences,
iterative processes are the gold standard for collecting an-
notations (Cheng et al.| 2024), running surveys (Groves
et al.| [2011)), and building clinical questionnaires (Rosellini
& Brown, |2021). The ML community has also recognized
the importance of iteration, such as when optimizing Al
prompts (Hewing & Leinhos| [2024; |Gao et al., 2025)); re-
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Select consistent & representative test sets
Iterate on baseline instruments

Collect adequately sized sample

Satisfy ethics requirements

Design &

Implementation

Employ quality controls during execution

Control for method effects

Control for level of effort in humans and Al

Collect qualitative baseline data, e.g., explanations

o Report details of methods and
baseliner sample

o Adopt open science and
reproducibility standards

o Specify population of interest
o Choose proper sampling strategy

o Employ quality controls during recruitment

o Quantify uncertainty between human and
Al performance

» Ensure consistency across evaluation
metrics, rubrics, and scoring methods

Figure 1. A summary of our recommendations for robust and transparent human baselines. Full recommendations in Section[dand full

checklist in Appendix

searchers also often validate items in evaluation datasets
(e.g.,Nangia et al.|2021; |Rein et al.|[2024) but less frequently
validate baseline instruments. An evaluation that optimizes
Al prompts and validates evaluation items, but that does not
validate baselining instruments, may unfairly disadvantage
humans and thereby discount baseline validity.

Iteration does add complexity to the baselining process.
However, it is not necessarily costly: large pilot studies and
focus groups may be out of reach to budget-constrained
researchers, but small-scale pre-tests or expert validation

could still improve measurement instruments
2011; [Zickar| 2020).

Collect an adequately sized sample of baselinersEl Base-
lines that are underpowered because of small sample sizes
are unreliable because they cannot robustly capture the un-
derlying distribution of human performance across a popu-
lation 2024). Power analyses can help determine
an appropriate sample size for human baselines, given signif-
icance levels and pre-specified minimum detectable effect

sizes in the outcome metric of interest 2021},
2013). The importance of statistical power in ML
benchmarks has been noted in prior work
[Bowman & Dahl, 2021}, |[Grosse-Holz & Jorgensen), 2024}
2025)), but only 2% of the human baselines we
reviewed reported conducting power analyses. A rule of
thumb is that a sample size of 1,000 is needed to represent
the population of U.S. adults with a reasonable margin of
error 2004). By this standard, baselines are vastly
underpowered since the median sample size in our review
was 8 (mean 90, though with high variance).

If sample sizes are fixed (e.g., due to cost constraints), re-
searchers can nevertheless calculate and report the required
sample size to reliably detect practically important effects,
which supports interpretation of evaluation results. Under-
standing the ability of human baselines to detect perfor-

l“Sample” in this context refers to the subset of humans in the
baseline who are drawn from an underlying population.

mance differences may be especially important to users and
policymakers, who may demand added rigor and certainty in
evaluation results to inform decision-making
[2024). In general, considerations around statistical power
reflect broader shortcomings in using statistical methods in
Al evaluation, which we discuss further in Section .4}

Satisfy ethics requirements for human subjects research.
Ethics requirements—such as ethics review and collect-
ing informed consent—protect human research participants
(Page & Nyeboer, [2017); ethics review is legally required
in many jurisdictions, including the U.S.
[of Homeland Security et all,[2017). Significantly, only 14%
of the articles we examined reported compliance with or
formal exemption from ethics review requirements, near the

same order of magnitude as the 2% found by
(2024) (see also[McKee]2024).

Reporting compliance with ethics requirements is best prac-
tice in many fields, e.g., medicine 2025). Failure
to report compliance in an article does not indicate failure
to comply, and some evaluations may be exempt from re-
view (Kaushik et al.| [2024). However, transparency around
research ethics becomes more important as public interest
in Al increases, and protection of research participants can
also be critical for evaluations implicating, e.g., deception,
misinformation, and psychological impacts.

4.2. Baseliner Recruitment

Baseliner recruitment is the stage at which human
baseliners—the humans who respond to evaluation items—
are found and are engaged to participate in a baseline. We
examine three considerations for baseliner recruitment.

Specify a human population of interest. Specifying a
population of interest—the group of humans for whom
a baseline is intended to be representative—is necessary
to interpret which group of humans a baseline represents.
Defining the population is important since population sizes
can affect sampling reliability and statistical power, and
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researchers can choose more targeted populations to save
on sample size (though cost of targeting may also increase).
Prior work has noted that Al evaluations rarely specify pop-
ulations of interest (Subramonian et al., 2023), which is in
line our review: only 43% baselines explicitly or implicitly
defined a population of interest along at least one axis (i.e.,
a population beyond “humans,” which is too large for most
baselines to represent).

Populations of interest can be specified through axes such
as geographic location, demographic characteristics (e.g.,
age, gender, socioeconomic status), language, cultural back-
ground, education, or domain expertise. A human baseline
may seek to measure the performance of, for instance, a pop-
ulation of medical or legal professionals (e.g., Blinov et al.
2022;|Hijazi et al.|2024)). Of baselines in our review, among
Al evaluations that defined a population of interest, the most
commonly reported characteristics were education (21%),
language (19%), age (19%), and expertise (18%). How to
scope the population of interest for any given baseline will
depend on the evaluation’s research questions, context, and
intended use.

Use an appropriate sampling strategy for selecting base-
liners. Sampling strategy—the methodology by which base-
liners are selected—directly informs how representative the
baseliner sample is of the population of interest. Repre-
sentativeness is essential for external validity because it
determines whether baseliners’ results can be generalized to
that underlying population (Findley et al., [2021} [Stantcheval,
2023; Berinskyl, 2017; [Lohr, 2022} |Valliant et al.,[2018). In
our review, 31% of human baselines used a convenience
sample, 32% recruited from crowdsourcing platforms, none
used a random sample, and 37% did not report sampling
strategies.

Random samples are ideal when baselines are meant to mir-
ror broad human populations (e.g., generalist baselines),
since other sampling strategies like convenience sampling
are susceptible to significant biases that reduce generaliz-
ability (cf. [Mihalcea et al.|2024} Diaz & Smith|2024; Brown
2023). Most generalist baselines are conducted through
crowdsourcing platforms such as Amazon Mechanical Turk
(MTurk) or Prolific, which are not random samples and
can pose challenges to representativeness. Crowdsourced
samples could be demographically biased—MTurk work-
ers tend to more educated, politically liberal, online, and
younger than the general population (Sheehan, 2018} [Shaw
& Hargittai, [202 1} [Stantcheval, 2023)—or biased due to ex-
pertise if crowdworkers have been exposed to extensive Al
evaluation/training tasksE] Crowdsourced baselines may
thus fail to represent performance of humans not of those
demographics; even very large samples may be biased if

2Prolific samples are less well-studied than MTurk samples, so
less is known about their representativeness.

insufficiently representative of the population of interest
(Bradley et al.,2021). In expert baselines, however, conve-
nience sampling may be justified because expert populations
can be very small (see discussion in Appendix [DJ.

When random sampling is infeasible, as is often the case due
to cost, researchers designing human baselines can consider
methodological adjustments to improve representativeness.
For instance, stratified sampling can improve representa-
tiveness along specific dimensions (Groves et al., [2011)),
and researchers building generalist baselines on Prolific
can consider the “representative sample” option (Prolific,
2025) Post hoc adjustments such as weighting (which may
require collecting baseliners’ demographic information) or
other sampling adjustments may also partially mitigate selec-
tion bias in non-representative samples (Solon et al., 2015}
Couper, [2017} [Valliant et al.| [2018]).

At a minimum, researchers should report their sampling
strategies, acknowledge sampling limitations, discuss which
populations results may generalize to, and discuss implica-
tions for the validity of baseline results.

Employ quality controls for baseliner recruitment. Qual-
ity control (QC) mechanisms at the recruitment stage im-
prove data quality by selecting for baseliners who can gen-
erate high-caliber data. Using inclusion/exclusion criteria
during recruitment is considered best practice in survey re-
search (Stantcheva, [2023)) and ensures that baseliners meet
appropriate evaluation criteria. QC can include pre-testing
baseliners for task-specific knowledge or general ability (see,
e.g.,[Nangia et al|2021) or filtering crowdsourced workers
via screening questions or platform quality scores (Lu et al.
2022a)). Of the baselines in our review, 29% reported using
quality control measures for recruitment, with most of these
using pre-testing such as qualification tests or thresholds.

Depending on the research question, baseliners’ domain
expertise may be particularly important because expert base-
liners often provide higher-quality data than non-experts
(Cheng et al.,2024; Liao et al., 2021). Expert baselines are
specifically needed to enable Al evaluations that compare
Al performance with the ceiling of possible human perfor-
mance and that explore the possibility of “super-human”
performance (e.g.,|Glazer et al.[2024).

Considerations for QC in recruitment include the cost and
feasibility of recruiting (expert) baseliners, whether evalu-
ations items require different QC criteria or expertise (cf.
Weidinger et al.[/[2024), and how to establish criteria for
assessing baseliners (e.g., assessing domain expertise in
highly specialized evaluations). Researchers may also wish
to exclude baseliners who have been previously exposed to

3This option helps with representativeness as long as the axes
on which Prolific samples are also those that define population of
interest. As of this writing, MTurk has no comparable option.
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evaluation items to prevent data contamination, analogous
to Al train/test contamination.

4.3. Baseline Execution

Baseline execution is the stage at which the human base-
line is conducted and result data is collected (Paskov et al.,
2025)—e.g., through surveys or crowdwork platforms. We
examine four considerations for baseline execution.

Employ quality controls during baseline execution. QC
at the execution stage improves data quality by filtering out
unreliable baseline responses. As in the recruitment stage,
QC during execution is considered best practice in survey
research; mechanisms include checks for attention, consis-
tency, response pattern, outliers, and time to completion
(Stantcheva, 2023} [Lebrun et al., [2024). Some research has
also demonstrated that attention checks may improve the
representativeness of crowdwork samples (Qureshi et al.}
2022)). Of the baselines in our review, only 23% reported
performing QC at the execution stage, most often using
attention checks and honeypot questions.

One issue of increasing importance is the inappropriate us-
age of Al tools by crowdworkers, which was directly raised
as a concern in one article we reviewed (Sprague et al.
2023). Empirical work has suggested that more than a third
of MTurk and Prolific workers have used Al to complete
tasks (Veselovsky et al., 2023b; [Zhang et al.| [2025; [Tray-
lor, [2025), which can decrease data quality (Lebrun et al.,
2024])) and baseline validity. Unintentional usage of Al tools
may also occur as Al adoption increases such as via Al-
generated Google Search summaries. QC to prevent Al
usage may be beneficial for crowdsourced baselines: mech-
anisms may include explicitly asking participants not to use
LLMs (Veselovsky et al., 2023al), employing technical re-
strictions such as preventing copy/pasting (Veselovsky et al.|
2023al), using non-standard interface elements (Gureckis),
2021), or using comprehension and manipulation checks
(Frank et al.l 2025). Depending on the research question,
Al use may be appropriate for baseliners, such as for evalua-
tions in domains where Al usage is expected. In these cases,
researchers may carefully define protocols for Al use and
evaluations can compare Al capabilities with baselines of
Al-augmented human capabilities (e.g.,|Wijk et al.[2024).

Control for method effects and use identical tasks.
Method effects are variations in item response attributable
to data collection methods rather than to differences in un-
derlying response distributions (e.g., due to instructions,
option order, or mode of data collection). Method effects
can reduce the internal validity of evaluations (Davidovi
et al.,[2014). Evaluators should control for method effects
wherever possible, and Al and human results should use the
same tasks (i.e., identical instructions, context, etc.). Our
review revealed significant discrepancies in data collection

methods between humans and AI models. Of the baselines
in our review, 88% displayed UI differences between human
baselining and Al evaluation, 76% displayed differences in
instructions or prompts, and 10% displayed differences in
tool access ]

Method effects are well-documented in the social sciences,
particularly in psychology and in survey methodology. Em-
pirical research has found effects in humans due to the
mode of survey administration (Vannieuwenhuyze et al.,
2010; Shin et al., 2012)), question order (Engel et al., [2014),
fatigue from survey length (Stantcheva, 2023), example re-
sponses provided (Eckman et al.l [2025; |Lu et al., [2022b),
interface design (Sanchez, [1992)), and question wording (Wu
& Quinn, 2017} [Dafoe et al., 2018)). Al systems are also
subject to method effects such as prompt sensitivity and
other biases (Anagnostidis & Bulian, 2024;|Ye et al., 2024).

Measurement theory offers some guidance for addressing
method effects in humans. For instance, randomization of
non-critical methodological details can reduce some effects
(e.g., reducing order effects by randomizing question or-
der). Fatigue can also be addressed by shortening survey
length, encouraging breaks or enforcing time limits, and
implementing attention checks.

Some method effects in Al evaluation, however, are cur-
rently inevitable due to differences between human and Al
cognition (cf. [McCoy et al.|2024); evaluators should discuss
these limitations where they could significantly affect re-
sults. For instance, many Al evaluations restart the context
window for each run, but it may be unrealistic to demand
that baseliners are only administered one item per sitting;
only 25% of reviewed baselines reported instrument length,
of which most reported instruments were longer than one
item. Similarly, although both Al systems and humans are
known to be sensitive to item wording, they are sensitive in
different ways (Tjuatja et al.l [2024), suggesting that even
using the same data collection artifacts for humans and for
Al systems may not prevent all method effects.

Without clear evidence, we suggest for now that evaluators
default to using identical setups for Al and human evalua-
tion, including provision of identical instructions, examples,
context, role information, and other supplementary materials
or details that could affect performance (e.g., documenta-
tion, images)E] Researchers should also clearly document
evaluation methodologies and differences in measurement
instruments between Al and human results. Overall, sig-
nificant additional research is needed to understand how
method effects differ between humans and Al systems (and

4Our focus was on method effects between human and Al
responses, but method effects can also occur between human base-
liners (e.g., if baselines are collected from multiple platforms).

These details may be particularly important to monitor when
using validation data as a baseline (e.g., GPQA (Rein et al.|[2024)).



Position: Rigorous Human Baselines

between Al systems), as well as how Al evaluations can ad-
just measurement instruments for these differences so as not
to unfairly advantage humans or AI models in the evaluation
process (Cowley et al.| 2022 |Tedeschi et al., [2023)).

Control for level of effort. Both humans’ and Al systems’
level of effort in responding to items can affect evaluation re-
sults. For Al systems, “effort” could be proxied by inference
cost, task time limits, sampling or elicitation strategy, and
other factors; analogously, baseliner effort can be affected
by training, compensation, task time limits, and other fac-
tors (Tedeschi et al., 2023} Kapoor et al.,[2024b)). Training
could include tutorials, response guides, or example items;
compensation structures can also affect baseline data qual-
ity (Grosse-Holz & Jorgensen, 2024) and can vary by, e.g.,
payment by hour vs. per task or by performance bonuses.
Of the baselines in our review, 23% provided training to
baseliners, and 41% reported paying baseliners, with 8%
providing performance bonuses.

Accounting for level of effort also raises design questions
about the choice of the experimental unit of interest, which
affects evaluations’ external validity (Jackson & Coxl,2013]).
Most Al evaluations take humans or Al systems as the exper-
imental unit, but some comparisons may necessitate more
granularity. For instance, [Wijk et al.|(2024)) compares perfor-
mance after two human labor-hours vs. two Al labor-hours.
Properly scoping experimental units could make evalua-
tions more valuable for understanding AI’s broader societal
effects, e.g., by enabling comparisons of labor efficiency.

Collect qualitative data from baseliners. Qualitative data
from baseliners—including but not limited to explanations
of why baseliners chose particular responses—may help
interpret differences in human and Al performance, explain
performance gaps, and surface validity issues. Collecting
explanations is generally a best practice in survey research,
as it can help surface new insights (Lu et al., [2022a); expla-
nations may also be used for quality control, validation, and
understanding the thought processes behind item responses
(Lu et al.| 2022a; Tedeschi et al., [2023)), which may lead to
improvements in questions or instrumentation. Only 10%
of the baselines we reviewed collected explanations from
baseliners, though this finding is unsurprising since collect-
ing explanations may increase the cost of human baselines,
and not all baselines need explanations.

4.4. Baseline Analysis

Baseline analysis is the stage after data collection at which
human baseline data is inspected and compared to Al results.
‘We examine two considerations at the analysis stage.

Quantify uncertainty in human vs. Al performance dif-
ferences. Reporting measurements of uncertainty, such as
result distributions or statistical tests, is necessary to rigor-

ously assess whether measurements of performance truly
reflect underlying performance distributions, as well as to
interpreting evaluation results (Agarwal et al.| 2022 [Stein]
bach et al., 2022} [Ying et al., 2025). The ML community has
historically recognized these norms (e.g., Dietterich|[1998;
Bouckaert & Frank|2004), but many recent evaluations of
large Al models have not met standards of statistical rigor
(Biderman & Scheirer} [2020; |Agarwal et al.|, 2022; Welty
et al., 2019; |Paskov et al.| 2024} Marie et al., 2021). Simi-
larly, our review finds that only 37% of evaluations provided
interval or distribution estimates, and only 8% performed
statistical tests of any type.

Lack of statistical testing is sometimes understandable given
small sample sizes and other limitations (cf. [Bouthillier
et al.[2021 )E] Reporting interval estimates, however, has
become increasingly accessible with increased guidance
(e.g., Miller|2024; [Bowyer et al.|2025) and support in major
evaluation frameworks (e.g., UK AISI|2025). Finally, in
line with recent commentary in statistics, researchers should
consider reporting results of statistical tests (p-values) as
one component of evidence used to judge the evaluation
results, rather than as screens for statistical significance
(McShane et al.,[2019; |Gelman & Stern, [2006).

Use consistent evaluation metrics, scoring methods, and
rubrics across human and Al evaluation. Often, com-
parisons between Al and human baseline results are fair
only when the metrics for comparison are equivalent across
samples. For instance, human baseline metrics are some-
times calculated inconsistently across items, complicating
baseline interpretation (Tedeschi et al.l [2023); most com-
monly, researchers used majority vote for human but not
for Al samples. Although these comparisons are not always
inappropriate, researchers should consider adding clarifying
language when reporting results, e.g., “Al evaluation metrics
fell below majority-vote human performance” or “model
results on each item exceeded the maximum performance
across ten human baseliners.”

4.5. Baseline Documentation

Baseline documentation is the provision of evaluation tasks,
datasets, metrics, and experimental materials and resources
to relevant audiences (Reuel et al., 2024). We examine two
considerations for baseline documentation.

Report key details about baselining methodology and
baseliners. Documentation includes reporting information
about baseliners, baselining procedures, and baseline para-
data. Documenting methodology in particular is crucial to
enable reproducibility/replicability and external assessments

®Addressing the small sample size challenge is an ongoing area
of research (Xiao et al.| [2025; |[Luettgau et al.l[2025). See generally,
Neuhduser & Ruxton!|2024; |Hoyle|1999;|Schoot & Miocevic 2020\
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of baseline results. These details can significantly affect how
results are contextualized, interpreted, and operationalized—
especially with respect to their validity—and reporting can
build collective confidence in published results (Liao et al.}
2021;|Biderman et al., [2024).

Absent compelling reasons for confidentiality, researchers
should document most of the items in our checklist that are
related to baseline(r) design, recruitment, execution, and
analysis (Appendix [B} see alsoMcKee|2024). Researchers
should also consider reporting baseliner demographics, para-
data, and other study information. Baseline demographics
can enable assessments of baseliner sample representative-
ness and reliability; paradata such as items’ time to com-
pletion can offer insights into latent variables like cognitive
effort (Cai et al.l [2016; [West, 2011)) and into data qual-
ity, which is often correlated with response times (Traylor,
2025). Of the baselines in our review, all failed to report
at least some items on our checklist, only 23% provided
detailed baseliner demographics, and only 21% included
paradata such as response times.

Adopt best practices for open science and reproducibil-
ity/replicability. Releasing human baseline data, experi-
mental materials (e.g., forms, custom Uls), and analysis
code in accessible repositories (e.g., GitHub, OSF) can facil-
itate research validation and reproduction/replication (Sem
melrock et al.| [2024; Stodden & Miguez, 2014); annotator-
level data is also important to gain a fuller picture of base-
liner performance (Prabhakaran et al., 2021). In addition,
these open science practices facilitate reuse of human base-
line data in subsequent evaluations by other researchers,
which in turn fosters more efficient use of resources within
the ML community. Concerns around open science and
replicability are not new in ML (Kapoor et al.|[2024a; Pineau
et al.,[2021)), and our review found that most baselines (78%)
did not publicly release human baseline responses, exper-
imental materials (56%), and code for analyzing human
baselines (59%).

5. Discussion

In this section, we discuss three additional considerations
for human baselines and address the limitations of our study.

First, human baselines are not appropriate for all Al
evaluations. Most prominently, human baselines are not
meaningful for evaluations of Al tasks without human equiv-
alents (Barnett & Thiergart, [2024} [Laine et al., 2024). Ex-
amples include Al control evaluations, which measure an
Al system’s ability to monitor a more advanced Al system
(Greenblatt et al., [2024), and autonomous self-replication
evaluations, which measure an Al agent’s ability to cre-
ate copies of itself (Pan et al., 2024). In contrast, human
baselines can be valuable for evaluations that measure Al

performance in domains with human equivalents, including
but not limited to many question-answer benchmarks and
task-based agent evaluations (e.g. Wijk et al.|2024).

Second, human baselines may also be constructed from
secondary sources. Our position paper focuses on pri-
mary data collection methods in human baselining, but
human performance metrics can also be derived from
observational/real-world data or pre-existing datasets. For
instance, the Massive Multitask Language Understanding
dataset uses the 95" percentile of human standardized test
scores as a point of comparison with Al results (Hendrycks
et al.l [2020); other studies (e.g., Hua et al.|[2024)) use hu-
man subjects data from previous work (Lewis et al.,[2017).
Re-use of human baselines highlights the need for trans-
parency and documentation of baselining methods: authors
should assume their datasets may be re-used by other re-
searchers, who require significant methodological detail to
design effective evaluations and draw meaningful conclu-
sions from results. Secondary data is also subject to many
other limitations (see Section[6).

Third, human baselines can vary over time and as tech-
nology advances. Human capabilities are known to change
over time (Trahan et al.l [2014), and the half-life of Al-
augmented human baselines may be particularly short due
to the rate of progress in Al. These trends suggest that hu-
man baselines should be interpreted as measurements at
specific points in time, and researchers should tread care-
fully when making comparisons to older human baselines.
In this vein, the ML community can consider implement-
ing regularly updated “living” baselines, analogous to how
public opinion polls are regularly repeated to track variation
over time. Open science practices would enhance replicabil-
ity and resource efficiency for such living baselines.

Finally, we acknowledge several limitations to our work.
Our methodology has followed best practices for systematic
literature reviews, but our meta-review sample was collected
purposively and could be biased as a result (see Appendix
[EI). Our scope is limited to methodological considera-
tions specific to human baselines, so we do not discuss in
depth many important aspects of Al evaluation methodol-
ogy such as construct validity (Strauss & Smith, |2009). We
also restricted our scope to foundation model evaluations;
although we believe much of our framework is applicable to
the broader research community, human baselines for evalu-
ating other AI models may raise different methodological
questions. Finally, future research can examine applications
of measurement theory to human evaluation and human-AlI
interaction studies, which are not explored in this position
paper (e.g. human uplift, LLM-as-a-judge).
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6. Alternative Views

We discuss four alternative views to our position below.

Alternative View 1: Implementing all these recommen-
dations is too expensive to be realistic. We believe that
researchers have a responsibility to ensure experimental
rigor and reasonable interpretation of results; however, we
also acknowledge that collecting high-quality baseline data
can be prohibitively costly. Our hope is not that all baselines
will be maximally rigorous but rather that 1) all baselines
should be transparent even if not maximally rigorous; and
2) some baselines should be both transparent and maximally
rigorous. Our framework is intended to help researchers
understand the impact of methodological design choices,
allowing researchers to judge whether the rigor provided by
particular design choices is justified by the marginal cost and
by the evaluation’s intended use case. Where researchers
decline to opt for more rigorous methods, reporting study
details is nevertheless important for transparency and can
enable external assessments of published baselines. By nar-
rowing interpretations of less rigorous baseline results and
discussing limitations, researchers can also prevent readers
from misunderstanding or over-hyping results.

Moreover, we believe that many low-cost improvements
can be made to existing human baselining methods, even
though these improvements may not suffice for maximal
rigor: e.g., using consistent test sets, satisfying ethics re-
quirements, specifying a population of interest, using recruit-
ment/execution QC such as excluding authors/baseliners
previously exposed to evaluation items, reporting uncer-
tainty or statistical tests, and documenting results. We also
note that cost considerations are not unique to ML and have
been widely acknowledged in, e.g., survey methodology
(Leeuwl, |2005); ML can learn from methods in other fields
such as phased clinical trials that were developed in part
to account for cost. ML researchers can also collaborate
with social scientists to reduce the administrative burden of
gaining new expertise in measurement theory.

Finally, some baselines will need to be both transparent
and maximally rigorous for use in risk management and Al
governance. We believe that the value of more rigorous and
transparent human baselines is sufficiently high that funders
and the ML community should establish more stringent
norms for scientific rigor in Al evaluations. The community
should also encourage and accept individual baseline results
such as Nangia & Bowman|(2019) or|LeGris et al.| (2024)
as substantial and stand-alone technical contributions.

Alternative View 2: Human baselines will soon become
unnecessary or insufficient for many evaluations as Al
systems surpass expert human performance (Goldstein
& Sastry, 2024). Human baselines—in addition to other
Al baselines—may be useful even if systems surpass expert

human performance. For instance, they can determine the
magnitude of human vs. Al performance differences, which
is important for modeling economic impacts and for making
business or policy decisions (Eloundou et al.,|[2023)). They
can also help researchers understand how cognition and be-
havioral tendencies differ between humans and Al systems.
At the very least, a human baseline could serve as a floor for
expected performance from foundation models, similar to
random baselines currently. Moreover, we note that existing
methods using Al to simulate human participants are subject
to substantial limitations (Wang et al.,[2025; Liu et al., |2025;
Anthis et al., [2025), so current Al systems are unlikely to
be able to simulate human baseliners validly and reliably in
many contexts.

Alternative View 3: Existing human baselines or real-
world data may be enough to measure progress, even if
only approximately. Some existing baselines may mean-
ingfully measure performance, but many are insufficiently
rigorous to draw conclusions about the pace of Al progress
(Tedeschi et al., 2023} |Cowley et al.,2022). Moreover, stake-
holders may demand additional rigor for evaluations used
in, e.g., risk assessments or safety cases (Goemans et al.,
2024). Secondary data like standardized tests can be useful
points of comparison by providing score distributions from
large samples, but it may not always exist for desired use
cases. Secondary data is also less well-validated for eval-
uating models: data contamination concerns are common
(Yao et al.| [2024)), and models can perform strangely on
assessments designed for humans (e.g.,|Lei et al.|[2024b).

Alternative View 4: This framework and checklist may
not be appropriate in all cases due to differing needs in
human baselines. We agree that different evaluations and
contexts require different methods. Our intention is to pro-
vide a starting point for designing and assessing baselines,
not necessarily a one-size-fits-all solution. Furthermore, we
believe that some standardization—common in other fields
(Winters et al., 2009)—is useful for transparency, replicabil-
ity, and interpretability of results (see Kapoor et al.|[20244a).

7. Conclusion

In this position paper, we argue that human baselines in
foundation model evaluations should be more rigorous and
transparent. Systematically reviewing 115 published evalua-
tions, we find that many baselines lack methodological rigor
across the gamut of the baselining process, from design (e.g.,
different human vs. Al test sets) to documentation (e.g., lack
of study details). We provide recommendations for human
baselining based on measurement theory to foster validity
and reliability, enable meaningful comparisons of human
vs. Al performance, and promote research transparency.
We hope that our work can guide researchers in improving
baselining methods and evaluating Al systems.
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A. Appendix: Full Results from Systematic Review
This appendix contains summary statistics for select items from the checklist in Appendix [B]

Please note the following limitations and caveats to the statistics below. First, summary statistics are not presented for all
items; all original data and additional statistics are available on Github: https://github.com/kevinlwei/human
+baselines. Second, some results in this section contain imputed data; the imputation scheme is detailed in Appendix
and individual items are marked with “default” responses below. Finally, additional limitations specific to each section are
also noted.

All tables below present statistics for the full set of human baselines we reviewed (n = 115), as well as the same statistics
for a subset of human baselines from evaluations that are (n = 7) frequently used in industry model cards. This subset

consists of: MMMU 2024), GPQA (Rein et al,[2024), MATH (Hendrycks et al., 2021), DROP
2019), ARC (LeGris et al} 2024), CONCEPTARC (Moskvichev et all,2023)), and EGOSCHEMA (Mangalam et al., [2023).

A.0. Paper Information

Figures [2H4] contain frequency charts for the years, publication venues, and languages of reviewed evaluations. Note that
the list of “top ML/AI conferences & journals™ in Figure[3]is taken from the ICML Reviewer FAQs (i.e., the list of venues
for which ICML reviewers are expected to have published in); Elwe understand that conference and journal “rankings” are
inherently subjective and do not take a position on which publication venues are objectively “better” or “worse.” Figure 3]
also contains workshops and non-archival venues.

72
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Figure 2. Frequency of years in which reviewed evaluations were published.
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A.1. Baseline Design & Implementation

NB: the “test set equivalence” row in Table[I]is not a separate item in our checklist but rather is imputed from the number
of evaluation items in the Al test set and the human test set, as well as an item (not reported below but available on our
Githulﬂ) about whether comparisons between human and Al performance are made on the same test set.

Question All Baselines (n = 115) Model Card Baselines (n = 7)
Yes No Yes No
Test Set Equivalence: Were human and Al test sets 59.13% 40.87% 57.14% 42.86%
identical? (Default: No) 68 47 4 3
1.5 Explicit Human/AI Adjustment: Does the 16.52% 83.48 28.57% 71.43%
eval/baseline instructions and items account for both hu- 19 96 2 5
mans and Al models completing the evals items (ques-
tions/tasks)? (Default: No)
1.8 Power Analysis: Did the authors conduct power 1.74% 98.26% 0.00% 100.00%
analysis in order to determine baseline size? (Default: 2 113 0 7
No)
1.10 Pre-Registration: Was the baseline/eval design 1.74% 98.26% 0.00% 100.00%
pre-registered? (Default: No) 2 113 0 7
Table 1. Summary statistics for baseline design & implementation items (with imputation)
Question All Baselines (n = 115) Model Card Baselines (n = 7)
Yes No Unknown Yes No Unknown
1.6 Iterative Design: Was the experimental setup of the 34.78% 12.17% 63.04% 42.86% 28.57% 28.57%
baseline iteratively designed with participatory meth- 40 14 61 3 2 2
ods?
1.7 Amount of Effort: Does the baseline control for 13.91% 35.65% 50.43% 28.57% 57.14% 14.29
the amount of effort by human baseliners and Als 16 41 58 2 4 1
1.9 Ethics Review: Was the study approved or ex- 13.91% 2.61% 83.48% 0.00% 14.29% 85.71%
empted by an IRB, or did it undergo other ethics re- 16 3 96 0 1 6
view?

Table 2. Summary statistics for baseline design & implementation items (no)

$https://github.com/kevinlwei/human-baselines,
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A.2. Baseliner Recruitment

NB: note that our statistics for Q2.1 are likely significant over-estimates, as we erred on the side of more generous annotations.
Most papers did not explicitly specify populations of interest; papers that gestured at baseline demographics (e.g., our
baseliners were 18-25 years old””) were assumed to have specified a population of interest defined by those demographics
(e.g., the population in the previous example would be all adults 18-25 years of age).

Question All Baselines (n = 115) Model Card Baselines (n = 7)
Yes No Yes No

2.1 Population of Interest Identification: Does the 42.61% 57.39% 57.14% 42.86%

reporting identify human populations for which these 49 66 4 3

results may be valid, i.e., a human population of inter-

est? (Default: No)

2.3 Quality Control in Recruitment: Were human 28.70% 71.30% 28.57% 71.43%

baseliners pre-qualified or excluded during the recruit- 33 82 2 5

ment process for any reason? (Default: Yes)

2.4 Author Baseliners: Did the authors or members 9.33% 91.67% 28.57% 71.43%

of the research team also serve as human baseliners? 14 101 2 5

(Default: No)

2.5 Baseliner Train/Test Contamination: Did the re- 7.83% 92.17% 14.29% 85.71%

cruitment process exclude baseliners who had been 9 106 1 6

exposed to the eval questions previously? (Default:

No)

2.6 Baseliner Training: Did the human baseliners re- 22.61% 77.39% 42.86% 57.14%

ceive training for the baseline? (Default: No) 26 89 3 4

Table 3. Summary statistics for baseliner recruitment items (with imputation)

All Baselines (n = 115) Model Card Baselines (n = 7)
Convenience Crowdsource Unknown  Convenience Crowdsource Unknown

2.2 Baseliner Sampling Strategy: How were the hu-  31.30% 32.17% 36.52% 28.57% 42.86% 28.57%
man baseliners recruited? 36 37 42 2 3 2

Question

Table 4. Summary statistics for Q2.2 Baseliner Sampling Strategy (no imputation)

Question All Baselines (n = 115) Model Card Baselines (n = 7)
Yes No Unknown Yes No Unknown

2.7 Baseliner Testing Compensation: Were the human 41.74% 11.03% 46.96% 57.14% 0.00% 42.86%

baseliners compensated for completing the baseline? 48 13 54 4 0 3

(Default: No)

Table 5. Summary statistics for Q2.7 Baseliner Testing Compensation (no imputation)
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A.3. Baseline Execution

All Baselines (n = 115)

Model Card Baselines (n = 7)

Question Yes No Yes No
3.2 Quality Control in Execution: Were quality 23.48% 76.52% 28.57% 71.43%
checks implemented or data cleaned/excluded during 27 88 2 5
the data collection process (i.e., after baseliners were

recruited)? (Default: No)

3.3 UI Equivalence: Did the human baseliners and Als 12.17% 87.83% 14.29% 85.71%
have access to the same Ul for each item? (Default: 14 101 1 6
No)

3.4 Instruction Equivalence: Did the human base- 24.35% 75.65% 14.29% 85.71%
liners and Als have access to the same instruc- 28 87 1 6
tions/prompt/question for each item? (Default: No)

3.5 Tool Access Equivalence: Did the human baselin- 89.57% 10.43% 71.43% 28.57%
ers and Als have access to the same (technical) tools 103 12 5 2
for each item? (Default: Yes)

3.6 Explanations: Did the eval/baseline collect expla- 11.30% 97.39% 42.86% 57.14%
nations from the human baseliners, after the evaluation 13 112 3 4

was conducted? (Default: No)

Table 6. Summary statistics for baseline execution items (with imputation)
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A.4. Baseline Analysis

Question All Baselines (n = 115) Model Card Baselines (n = 7)
Yes No Yes No

4.1 Statistical Significance: Did the eval test for statis- 8.70% 91.30% 0.00% 100.00%

tically significant differences between Al and human 10 105 0 7

performance? (Default: No)

4.2 Uncertainty Estimate: Did the paper present a 33.04% 66.96% 14.29% 85.71%

measure of uncertainty for the Al and human baseline 38 77 1 7

results? (Default: No)

4.3 Evaluation Metric Equivalence: Was the same 93.91% 6.09% 100.00% 0.00%

evaluation metric measured/compared for both humans 108 7 7 0

and Als? (Default: Yes)

4.4 Evaluation Scoring Criteria Equivalence: Was 98.26% 1.74% 100.00% 0.00%

the same scoring rubric used for both Al and human 113 2 7 0

results? (Default: Yes)

4.5 Evaluation Scoring Method Equivalence: Was 95.65% 4.35% 100.00% 0.00%

the same scoring method used for both Al and human 110 5 7 0

results? (Default: Yes)

Table 7. Summary statistics for baseline analysis items (with imputation)

All Baselines (n = 115) Model Card Baselines (n = 7)

Question Point Interval Distribution Point Interval Distribution

4.2.1 Estimate Type: Is the reported baseline a point 63.48% 32.17% 4.35% 71.43% 14.29% 14.29%
estimate, an interval estimate, or a distribution? (De- 73 37 5 5 1 1
fault: Point Estimate)

Table 8. Summary statistics for Q4.2.1 Estimate Type (with imputation)
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A.5. Baseline Documentation

All Baselines (n = 115)

Model Card Baselines (n = 7)

Question Yes No Yes No
5.1.1 Reporting Sample Demographics: Were demo- 22.61% 77.39% 28.57% 71.43%
graphics for human baseliners, e.g., race, gender, etc. 26 89 2 5
reported? (Default: No)

5.1.2 Reporting Baseline Instructions: Were instruc- 40.00% 60.00% 42.86% 57.14%
tions/guidelines given to human baseliners reported? 46 69 3 4
(Default: No)

5.1.3 Reporting Time to Completion: Was time to 20.87% 79.13% 28.57% 71.43%
completion for eval items reported? (Default: No) 24 91 2 5
5.2 Baseline Data Availability: Is the (anonymized) 21.74% 78.26% 28.57% 71.43%
human baseline data publicly available? (Default: No) 25 90 2 5
5.3 Experimental Materials Availability: Are experi- 46.97% 55.65% 57.14% 42.86%
mental materials used to implement the eval/baseline 54 64 4 3
publicly available? (Default: No)

5.4 Analysis Code Availability: Is the code used to 40.87% 59.13% 57.14% 42.86%
analyze the eval/baseline publicly available? (Default: 47 56 4 3

No)

Table 9. Summary statistics for baseline documentation items (with imputation)
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B. Appendix: Full Checklist

Our checklist is presented in full below, updated with slight modifications and reorganization from the version used in
our coding process. Our hope is that this checklist can guide and inform researchers in building human baselines and in
reporting baseline results.

Note that the following changes were made during our coding process:

» All items were open text fields unless explicitly indicated otherwise below.

* For questions on a scale of “Yes”, “Partial”, “No”, “Unknown/Unreported”, or “N/A”:

— “Yes” and “No” options were selected only if the relevant checklist item was explicitly noted in an article’s main
text, supplementary material/appendices, or GitHub codebase.

— ‘Partial” was selected where articles did not fully satisfy the item criterion, e.g., satisfying the criterion for some
but not all of the baseline items. “Partial” labels were “rounded” up to “Yes” labels unless otherwise specified
below.

— “Unknown/Unreported”: see below.
— “N/A” was selected where the item did not apply to the baseline at hand.
¢ For all questions, including items with open text fields: coders indicated “Unknown/Unreported” where items were

not reported or where coders were not able to determine the response based on an article’s main text, supplementary
material/appendices, or GitHub codebase.

— For select items, “Unknown/Unreported” labels were imputed—i.e., resolved to default values, which are indicated
below in underline and with a “(Default)” label. Default responses are selected based on our understanding of
common practices in Al evaluation, and we attempt to be liberal in terms of assuming rigor in the baseline where
there is no consensus in the literature on common practices.

— For items without default responses, “Unknown/Unreported” labels were not adjusted.

B.0. Paper Information

0.1 Paper Title
0.2 Paper Link
0.3 Publication Year
0.4 Publication Venue
0.5 Type of Eval
Select all that apply
* Knowledge
» Capabilities
* Propensity
e Agent
0.6 Mode of Eval
Select all that apply
* Text
* Visual (photo/video)
¢ Audio
e Other
0.7 Language of Eval
Select all that apply from list
0.8 Evaluation Dataset Size: What is the total number of items in the evaluation dataset?
0.9 AI Test Set Size: What is the number of items that the Al evaluation is run on? (Default same as Q0.8)

0.10 AI Samples per Item: What is the number of Al responses (“samples” or “runs”) that is collected for each item?
(Default 1)
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B.1. Baseline Design & Implementation

1.1 Number of Baseliners: How many baseliners were there total?

1.2 Baseline Test Set Size: What is the number of items that the human baseline is run on? (i.e., how many of the
questions do the baseliners collectively answer?) (Default same as Q0.9)

1.2.1 Baseline Test Set Sampling Strategy: If the baseline is only run on a sample of the total dataset: what is the
sampling strategy behind how the items were selected? E.g., simple random sampling, stratified sampling, etc.

1.3 Baseline Samples per Item: What was the number of human baseliner responses that is collected for each item?
(Default Q1.1 x Q1.4 / QL.2, or 1 if Q1.1 or Q1.4 unreported)

1.4 Items per Baseliner: What is the number of items that each baseliner responded to?

1.5 Explicit Human/AI Adjustment: Does the eval/baseline instructions and items account for both humans and Al
models completing the evals items (questions/tasks)? E.g., do the authors of the eval explicitly state that the eval is
designed so as not to advantage either humans or Al models?

Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

1.6 Iterative Design: Was the experimental setup of the baseline iteratively designed with participatory methods? E.g.,
was there a pilot study, expert validation of the items, etc.?
Select one of: “Yes”, “Partial”, “No”, “Unknown/Unreported”, or “N/A”

1.7 Amount of Effort: Does the baseline control for the amount of effort by human baseliners and Als? E.g., in terms
of cost, time, etc.
Select one of: “Yes”, “Partial”, “No”, “Unknown/Unreported”, or “N/A”

1.8 Power Analysis: Did the authors conduct power analysis in order to determine baseline size?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

1.8.1 Minimum Detectable Effect Size: if yes, what is the minimum detectable effect size and power?

1.9 Ethics Review: Was the study approved or exempted by an IRB, or did it undergo other ethics review?
Select one of: “Yes”, “Partial”, “No”, “Unknown/Unreported”, or “N/A”

1.10 Pre-Registration: Was the baseline/eval design pre-registered? l.e., a plan detailing the experimental setup that is
publicly registered online before running the experiment (e.g., on OSF, COS, etc.)
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

B.2. Baseliner Recruitment

2.1 Population of Interest Identification: Does the reporting identify human populations for which these results may
be valid, i.e., a human population of interest?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

2.1.1 Population of Interest Identification Criteria: Which of the following factors were used to scope the target
human population of interest?
Select all that apply
» Expertise
* Education
* Language
* Gender/sex
* Race
* Socioeconomic status
* Age
* Disabilities/impairments
* Political orientation
* Digital literacy (Prior experience with computers)
Al literacy (Prior experience with Al tools)
* Baseline experience: Prior experience with Al evals/doing human baselines
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* Other (specify)

2.2 Baseliner Sampling Strategy: How were the human baseliners recruited?
Select one of the below

* Crowdsource

» Convenience sample

* Simple random sample

* Stratified random sample
* Other (specify)

¢ Unknown/unreported

2.3 Quality Control in Recruitment: Were human baseliners pre-qualified or excluded during the recruitment process
for any reason?
Select one of: “Yes” (Default), “Partial”, “No”, “Unknown/Unreported”, or “N/A”

2.3.1 Quality Control Criteria for Baseliners: If yes: please describe the inclusion/exclusion criteria for human
baseliners (e.g., pre-tests, expert judgements/filtering, quality scores or ratings on crowdwork platforms, number
of tasks completed on crowdwork platforms). Data quality checks that occurred after baseliners were recruited
should be reported in the implementation section (e.g., attention checks in a survey).

2.3.2 Recruitment Exclusion Rate: If yes: how many baseliners were excluded from the final baseline based on
these criteria?

2.4 Author Baseliners: Did the authors or members of the research team also serve as human baseliners?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

2.5 Baseliner Train/Test Contamination: Did the recruitment process exclude baseliners who had been exposed to the
eval questions previously?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

2.6 Baseliner Training: Did the human baseliners receive training for the baseline? Training should be distinct from the
reported data, e.g., a tutorial completed before answering baseline questions
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

2.6.1 Baseliner Training Type: If yes: describe the type of training received (e.g., tutorial, shown examples, etc.)

2.6.2 Baseliner Training Compensation: If yes: were the baseliners compensated for the training?
Select one of: “Yes”, “Partial”, “No”, “Unknown/Unreported”, or “N/A”

2.6.2.1 Baseliner Training Compensation Amount: If yes: list the compensation per baseliner (preferably $ /
hour, otherwise total $ amount if stated)

2.7 Baseliner Testing Compensation: Were the human baseliners compensated for completing the baseline?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

2.7.1 Baseliner Testing Compensation Amount: If yes: how much was compensation? (preferably $ / hour,
otherwise total $ amount if stated)

2.7.2 Baseliner Testing Performance Bonus: If yes: was a performance bonus offered to baseliners?
Select one of: “Yes” (Default), “Partial”, “No”, “Unknown/Unreported”, or “N/A”

2.7.2.1 Baseliner Testing Performance Bonus Amount: If yes: how much was the performance bonus, and how
was it determined?

2.7.3 Baseliner Testing Compensation Structure: If yes: were compensation rates and structures constant across
baseliners? E.g., respond no if baseliners were paid differently according to expertise.
Select one of: “Yes”, “Partial”, “No”, “Unknown/Unreported”, or “N/A”

2.7.3.1 Baseliner Testing Compensation Structure Details: If not compensated equally: how were compensation
amounts determined?
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B.3. Baseline Execution

3.1 Instrument Length: How many items did the human baseliners complete in a single sitting/session? L.e., what is
the length of the baseliner “context window” in units of items?

3.1.1 Item Randomization: If not 1: was the order of the questions randomized?

3.2 Quality Control in Execution: Were quality checks implemented or data cleaned/excluded during the data collection
process (i.e., after baseliners were recruited)? E.g., were there any exclusion criteria for baseliner responses due to
data quality such as attention check questions, honeypot questions, filtering out responders who completed the eval
too quickly, screen recording, etc.

Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

3.2.1 Quality Control in Execution Criteria: If yes: what factors were used to determine data quality or to exclude
low-quality data?

3.2.2 Execution Exclusion Rate: If yes: how many samples were excluded from the final baseline based on these
criteria?

3.3 Ul Equivalence: Did the human baseliners and Als have access to the same UI for each item?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

3.3.1 GUI vs. API: Check this box if the humans had access to a graphical Ul and the Als only had API inputs
Checkbox item (Unchecked by default)

3.3.2 Ul Equivalence Adjustment: If no: does the eval attempt to adjust for the differences?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

3.4 Instruction Equivalence: Did the human baseliners and Als have access to the same instructions/prompt/question
for each item?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

3.4.1 Instruction Equivalence Adjustment: If no: does the eval attempt to adjust for the differences?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

3.5 Tool Access Equivalence: Did the human baseliners and Als have access to the same (technical) tools for each item?
Respond yes if neither group had access to external tools; respond yes if the human had internet access and the Al
did not (but was trained on the internet)
Select one of: “Yes” (Default), “Partial”, “No”, “Unknown/Unreported”, or “N/A”

3.5.1 Tool Access Equivalence Enforcement: If human baseliners’ tool access was limited: was there an oversight
mechanism for ensuring that the human baseliners only used the tools permitted? E.g., enforcement of Al tool
use ban
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

3.6 Explanations: Did the eval/baseline collect explanations from the human baseliners, after the evaluation was
conducted? IL.e., explanations for why the human participants responded the way they did
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

B.4. Baseline Analysis

4.1 Statistical Significance: Did the eval test for statistically significant differences between Al and human performance?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

4.1.1 Statistical Significance Test: If yes: what statistical test was used?

4.2 Uncertainty Estimate: Did the paper present a measure of uncertainty for the Al and human baseline results? E.g.,
confidence intervals, variance, pooled/clustered standard errors, etc.?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

4.2.1 Estimate Type: Is the reported baseline a point estimate, an interval estimate, or a distribution?
Select all that apply

¢ Point estimate (Default)
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¢ Interval estimate
¢ Distribution estimate

4.3 Evaluation Metric Equivalence: Was the same evaluation metric measured/compared for both humans and Als?
Respond “no” if, e.g., the human baseline is majority vote but the Al baseline is not
Select one of: “Yes” (Default), “Partial”, “No”, “Unknown/Unreported”, or “N/A”

4.4 Evaluation Scoring Criteria Equivalence: Was the same scoring rubric used for both Al and human results?
Select one of: “Yes” (Default), “Partial”, “No”, “Unknown/Unreported”, or “N/A”

4.5 Evaluation Scoring Method Equivalence: Was the same scoring method used for both Al and human results? E.g.,
human grading, LLM as a judge
Select one of: “Yes” (Default), “Partial”, “No”, “Unknown/Unreported”, or “N/A”

4.6 Quality Control Robustness: If quality controls were implemented: are analyses robust to different choices of
exclusion criteria? E.g., do the authors state that the results don’t change when including/excluding incomplete data?
Select one of: “Yes”, “Partial”, “No”, “Unknown/Unreported”, or “N/A”

B.S. Baseline Documentation
5.1 Additional Reporting: Were the following reported?

5.1.1 Reporting Sample Demographics: Demographics for human baseliners, e.g., race, gender, etc. Respond yes
only if within-sample demographics are reported; e.g., respond no if the paper only reports that 100% of the
sample is based in the U.S.

Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

5.1.2 Reporting Baseline Instructions: Instructions/guidelines given to human baseliners
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

5.1.3 Reporting Time to Completion: Time to completion for the eval items
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

5.1.4 AI Tool Versions: Al tools and versions (if baseliners had Al access)

Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

5.1.5 Completion Rate: How many human baseliners were recruited but did not complete the tasks?

Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

5.2 Baseline Data Availability: Is the (anonymized) human baseline data publicly available?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

5.2.1 Individual Baseline Data Availability: If yes: is data available at the individual baseliner level? L.e., can you
tell from the dataset which baseliners were responsible for which questions?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

5.2.2 Baseline Data Non-Availability Justification: If no: is there a reasonable justification for non-disclosure of
the baseline dataset? E.g., privacy concerns, safety/security concerns, company policy, etc.

5.3 Experimental Materials Availability: Are experimental materials used to implement the eval/baseline publicly

available?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”

5.4 Analysis Code Availability: Is the code used to analyze the eval/baseline publicly available?
Select one of: “Yes”, “Partial”, “No” (Default), “Unknown/Unreported”, or “N/A”
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C. Appendix: Case Studies

This appendix contains both positive and negative examples of human baselines. Positive examples of (high quality and
highly transparent) human baselines include Wijk et al.| (2024); LeGris et al|(2024); Rein et al.|(2025)); Brodeur et al.| (2025)),
and we discuss the first two of these belowﬂ We do not claim that positive examples are entirely positive or that they follow
all our recommendations in Section |4, merely that they are substantially more robust and transparent than other literature.

For additional negative case studies, see Tedeschi et al.| (2023)).

C.1. Positive Example: Wijk et al.| (2024)

RE-BENCH |Wijk et al.| (2024) is an evaluation of Al research engineering capabilities, and it includes an expert human
baseline. We discuss each baseline lifecycle stage below.

Design & Implementation. The benchmark consists of 7 tasks, on which both humans and Al systems were evaluated.
It is unclear if the tasks were iteratively designed, but the authors report validating the tasks on human performance, and
they also report significant qualitative results (task trajectories). The sample size was only 61, and no power analysis was
conducted, but given the small size of the population of interes@ it’s possible that this sample size is sufficient to ensure
reasonable statistical power. The authors do not report whether the study underwent ethics review.

Recruitment. The population of interest is specified as human experts with Al research engineering expertise, i.e., as
defined by years of experience, research output, hiring screens, and graduate education. The baseliner sample was recruited
using convenience sampling, and the authors used well-defined criteria and rigorous screening methods (including some
who completed a CodeSignal screen) as quality controls during the recruitment process. Baseliners were compensated at
competitive rates ($1855 per expert on average).

Execution. It is unclear if quality controls were used post-data collection. The authors somewhat control for method effects
by controlling the baseliners’ coding environment, and both humans and Al systems were permitted internet access. Level
of effort is specified by comparing performance in a specified time interval; all humans were given 8 hours per task, and the
authors also report performance when both humans and Al systems are given 2 hours per task. The authors collect logs and
other qualitative data.

Analysis. The authors report performance intervals over time, and evaluation metrics, rubrics, and scoring methods are
consistent.

Documentation. Significant detail about the baselining methods and the baseliner sample are reported (e.g., professional
backgrounds). All task environments are released on Github athttps://github.com/METR/ai-rd-tasks/tre
e/main, and agent trajectories are also provided athttps://transcripts.metr.org/. The manuscript notes that
“[a]nalysis code and anonymized human expert data [are] coming soon,” though we were unable to find these materials as of
the time of this writing (June 2025).

C.2. Positive Example: |LeGris et al.| (2024)

H-ARC (“Human-ARC”) (LeGris et al.| 2024E-]is the generalist (non-expert) human baseline for ARC, a visual program
synthesis benchmark. We discuss each baseline lifecycle stage below.

Design & Implementation. Human results are collected on the entirety of the ARC evaluation and test sets, ensuring that
the test set is consistent across humans and Al systems. It is unclear whether baseline instruments were iterated on. No
power analysis was conducted, but the sample size consisted of 1768 baseliners, which is higher than the rule-of-thumb
1000 needed to represent the U.S. adult population (though it is unclear what the exact population of interest is) (Gelman,

“METR has produced a number of high-quality baselines, most recently [Rein et al|(2025) (which was published after our review and
therefore not included in our results above). |Brodeur et al.[(2025) was similarly not included as it was not caught by our search terms in
the literature review. Our choice to discuss only two examples is not based on the quality of the underlying baselines but due to the fact
that we believe the chosen examples to be somewhat more well-known in the ML research community.

1%In fact, the exact size of the population is likely not known with substantial precision.

"Note that 3 of 4 authors are affiliated with the Department of Psychology of New York University. We notice generally that many
high-quality human baselines are created by experts with interdisciplinary backgrounds beyond pure ML research, likely due to more
robust scientific research norms in other disciplines. Cf. discussion in (Burden et al.| [2025)).
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2004){1—_2] No IRB approval was reported.

Recruitment. No population of interest is explicitly specified, though we can assume the intended population is a large
population of human adults (participants were specified to be 18—77 years old). Baseliners are selected via a crowdsourced
sample from Amazon Mechanical Turk and CloudResearch. No detailed quality controls are specified, but the CloudResearch
service contains built-in tools to improve data quality. Baseliners were compensated $10 and also awarded a performance
bonus of $1.

Execution. The authors report that some baseliner data is incomplete and conduct a robustness check when excluding and
imputing missing data. Baseliners were compensated and also given three tries at each task, which is some measure of effort.
The authors collected explanations from baseliners.

Analysis. The authors report interval estimates; no statistical tests were conducted that compared human vs. Al performance,
though the authors reported a number of within-sample statistical tests (i.e., comparing different segments of baseliners).
Evaluation rubrics and scoring methods are consistent.

Documentation. Significant detail about the baselining methods and the baseliner sample are reported (e.g., age, gender, and
other demographic information)E] Data and code are released on Github athttps://github.com/Le-Gris/h-arcl

C.3. Positive Examples: Limiting Baseline Interpretations

Not all human baselines are able to maximize scientific robustness, e.g., due to cost considerations. In these cases, researchers
can consider scaling back interpretations of human baselines and clearly outlining methodological shortcomings.

One example of baselines in this vein are those contained in|Laine et al.|(2024), which is a benchmark of Al systems’ levels
of situational awarenessPE] The authors are careful to conduct the baseline only for tasks, and the baseline is interpreted as
an upper-bound on performance

C.4. Negative Example: Sourati et al.| (2024)

ARN Sourati et al.|(2024) is a benchmark on “Analogical Reasoning on Narratives” and contains a human baseline. We
discuss each baseline lifecycle stage below.

Design & Implementation. Baseliners complete only 120 of 1,096 items, and performance metrics on that subset are then
compared to Al performance on the entire evaluation dataset. It is unknown whether baseline instruments were iteratively
developed. The population of interest is not specified, but the baseline seems to be intended as a generalist (non-expert)
baseline, so a sample size of 2 is clearly insufficient to robustly estimate performance metrics of a broad human population.
No IRB approval is reported.

Recruitment No population of interest is specified, and the human baseline was conducted by two research assistants (it is
unclear if the baseliners had already been exposed to the evaluation items). No quality controls in recruitment are specified.

Execution Almost nothing about the baseline execution is specified, though the authors do provide the instructions given to
baseliners.

Analysis Only point estimates are reported. Furthermore, the language used to report human performance somewhat
overstates baseline results. For instance, it is difficult to make claims that “models are not as good as humans at distinguishing
analogies from distractors (57 vs 96%)” when there are only two baselinersE]

Documentation The authors do not report most methodological details, and all that is known about the baseliners are that
they are two research assistants. As of this writing, we are unable to find publicly available code or baseline results (though
the benchmark items are available online).

12Note, though, that the baseliners are unevenly distributed across 800 tasks.

Bn fact, H-ARC is released as a separate and independent document from the original benchmark.

'“In fact, the human baselines in|Laine et al.| (2024) are quite thoughtfully designed, and our choice to discuss this baseline is primarily
due to the well-justified and well-discussed interpretations of the baselines in this paper (not because we believe it to fail any particular
robustness criteria).

SMore precisely, “[t]he intended interpretation is that the upper baseline is achievable and represents a high level of situational
awareness (roughly comparable to the role-playing humans).”

1A more accurate statement might be along the lines of “models are not as good as two undergraduate students at [university] . . . .

”
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C.5. Negative Examples: Non-Transparent Reporting

A number of studies report almost nothing about their human baselines except for the results. Some examples include: |Chiu
et al.| (2024)); Jing et al.| (2023); Mukhopadhyay et al.| (2024); Yue et al.|(2024); Blinov et al.| (2022); Gong et al.| (2024); Yin
et al.| (2024). For instance, Gong et al.| (2024} contains only two sentences about its human baseline:

“We perform human baseline on proposed dataset (1200 core VQA samples) with a small group of adult reviewers.
The human baseline reports an average accuracy of 89% with 2% standard deviation.”

It is nearly impossible to interpret this result: how many “adult reviewers” participated in the baseline? How were these
baseliners selected? What instructions were given to these baseliners? Without substantially more detail about study
methodology and about the baseliner sample, readers are entirely unable to determine the quality of the baseline and the
extent to which the baseline is generalizable to other populations or settings.
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D. Appendix: Discussion on Expert Human Baselines

Given the rapid advancement of Al systems, researchers, policymakers, and the general public have an interest in bench-
marking Al capabilities against those of the highest performing humans in a given domain. As such, many human baselines
are now expert baselines. Some preliminary discussion of these baselines follows:

* Expert baselines are well-suited for estimating the maximum possible human performance—i.e., the best that humans
can currently perform on an evaluation item (as in, e.g.,|Obeidat et al.|[2024; Laine et al. 2024)E]

» For any expert baselines, evaluators should develop and report clear standards for what constitutes expertise. Note that
not all expertise is tied to professional experience or educational credentials. See |Diaz & Smith|(2024) for a discussion
on constructions of “expertise” in machine learning research.

» Expert populations are often small, and smaller baseliner sample sizes are increasingly more acceptable as evaluation
items become more specialized.

* Given the nature and often small population of human experts within a given domain, evaluators may collect convenience
samples while maintaining clear standards on expertise. See [Wijk et al.|(2024) for an example of rigorous recruitment
criteria in a convenience sample. Evaluators can also consider snowball sampling—i.e., sampling by asking study
participants to recruit other participants from their networks into the study; see Parker et al.|(2019) for an overview of
snowball sampling.

* Another example of an expert human baseline is |Asiedu et al.|(2025).

* When calculating results, taking the maximum of all scores per item is acceptable for estimating maximum performance.
Note, however, that sample maxima have extreme distributions, and measures of uncertainty should be calculated
differently compared to other sample statistics.

* As foundation models are trained on data from across the internet (and thus have “seen” relevant information already),
comparing expert performance with internet access with Al system performance is likely a fair comparison, even where
the Al system does not have internet access.

17Researchers could also attempt to estimate the mean of expert performance, but this estimation would be more difficult as expert
populations are often unknown size, smaller than, and less accessible than non-expert populations.
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E. Appendix: Methodology

We adopted a two-stage methodology as described in Section 3| adapted from the methodology of [Zhao et al.|(2025) and
Reuel et al.|(2024).

Section describes stage one, in which we conducted a meta-review of the measurement theory and Al evaluation
literatures to qualitatively synthesize the checklist in Appendix

Section [E.2] describes stage two, in which we systematically reviewed human baselines in foundation model evaluations.

E.1. Meta-Review

We begin with a scoping meta-review (a review of reviews) to qualitatively identify and synthesize literature relevant to
human baselining. Meta-reviews are useful when there is little direct literature on the research question of interest (here,
human baselines) but there is relevant literature from related fields (here, measurement theory) (Sarrami-Foroushani et al.|
2015). As there is a wealth of literature in measurement theory, a meta-review that synthesizes the relevant evidence is
appropriate to collect evidence in one place and to prevent researchers from being overwhelmed by the quantity of evidence
(Hennessy et al.,[2019)).

Our literature search process adopted a purposive sampling approach. Although a systematic search process is normally
ideal (Hennessy et al.,[2019), purposive sampling is also acceptable for qualitative literature synthesis (e.g., /Ames et al.
2019) and is justified here due to the broad scope of the relevant literature (Palinkas et al.,|2015). Our sampling approach
used theory-based inclusion criteria (Palinkas et al., [2015): we queried Google Scholar and |[Annual Reviews| (2025a)
in December 2024 for the keywords in Table then filtered according to the criteria in Table We also conducted
backwards snowballing for the ML articles to identify further relevant literature. Finally, we added items to the sample
based on our expertise, as many of the authors have experience in social science methodology and Al evaluation.

One limitation of this search strategy is that it introduces some sampling bias due to searching directly on the Annual
Review website. We consider this limitation acceptable because by impact factor, Annual Reviews is a top-ranked
publisher of literature reviews in the relevant social science disciplines (e.g., political science, psychology, sociology,
statistics, economics) (Annual Reviews, [2025b). We thus expect our meta-review sample to be high-quality and relatively
high-coverage.

Type Inclusion Criteria

Document type Literature review
Position paper
Synthesis article
Book or book chapter (including reference texts)

Subject area Measurement theory (including applications in statistics,
economics, political science, psychology, education, soci-
ology, or medicine)

Al evaluation

Keywords (non-exhaustive) “measurement theory”
“measurement model*”
“validity”
“reliability”
“replicability”
“survey design”
“survey method*”’
“questionnaire design”
“experimental design”
“causal inference”

Table 10. Inclusion criteria for meta-review articles.

Our search process yielded a total of 29 articles to be included in our meta-review (listed in Table[TT). To synthesize our
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checklist, KW scanned these 29 articles and compiled a list of relevant methodological practices/considerations in a Google
Sheet, categorizing each into the categories of baseline(r) design, recruitment, execution, analysis, and documentation. The
authors then collectively discussed the checklist and validated the checklist using expert feedback from six external experts
before refining and finalizing the checklist. Finally, the checklist was also iteratively refined during the coding process.

Subject area Articles

Measurement theory (n = 17) |Bandalos| (2018); |Berinsky| (2017); |Cai et al.| (2016); |Chang et al.| (2021)); (Couper
(2017); [Findley et al.|(2021)); |Groves et al.| (201 1)); Imbens & Rubin| (2015)); Jackson &
Cox| (2013)); Kertzer & Renshon|(2022)); List et al.|(2011)); Nosek et al.|(2022)); Rosellini
& Brown| (2021)); [Stantcheval (2023)); [Strauss & Smith| (2009); Zhang et al.| (2023));
Zickar| (2020)

Machine Learning (n = 12) Agarwal et al.| (2022)); Bowman & Dahl|(2021); (Cowley et al.|(2022); Dow et al.[(2024);
Eckman et al. (2025)); Ibrahim et al. (2024); [Liao et al.| (2021); [Reuel et al. (2024);
Subramonian et al.| (2023); [Wang et al.| (2023); [X1ao et al.| (2023); Zhou et al.| (2022

Table 11. A complete list of the 29 articles included in our meta-review.

E.2. Systematic Literature Review

We conducted a systematic literature review of human baselines in Al evaluations (Page et al.,2021) to identify gaps in
baselining methodology. Our review method is similar to that of [Zhao et al.| (2025).

First, we conducted a systematic search for relevant literature. To begin, we queried Google Scholar in December 2024
for articles containing the keywords in Table Our search terms were intentionally broad, as authors use a variety of
different language to describe human baselines. Articles were included in the initial sample if they contained in the full text
both a human baseline keyword and an Al evaluation keyword.

Google Scholar was chosen as the database of choice due to its comprehensive coverage (Gusenbauer, 2019) and its
indexing of the gray literature. We included articles in the gray literature (e.g., preprints) because researchers often post
preprints on arXiv prior to formal publication and because a substantial portion of ML literature is published on arXiv,
including publications from many industry organizations (Shah Jahan et al.,[2021). For instance, arXiv was the source of an
overwhelming majority of articles in one recent systematic literature review on bidirectional language models (Shah Jahan
et al.,[2021).

There is debate in the methodological literature about the use of Google Scholar as a primary database in a systematic
literature review. Concerns have been raised about limitations to advanced search capabilities and to the Google Scholar
interface (Halevi et al.,|2017), lack of precision (Boeker et al., 2013)), and lack of coverage (Haddaway et al.| 2015). We
addressed these limitations as follows:

* To address limitations to advanced search capabilities, we did not use advanced search capabilities beyond the boolean
AND and OR operators in search strings, as well as a simple date filter.

» To address interface limitations, we created workarounds by using multiple queries (to avoid the 256 character limit in
search strings) and using a bookmarklet to capture reference information. In any case, we generally find that the search
capabilities and interface of Google Scholar are an improvement over the search function in arXiv, making queries to
Google Scholar preferable to direct queries in arXiv.

 To address limitations in precision, we adopted more stringent inclusion/exclusion criteria to filter our sample (discussed
below). Furthermore, our search is necessarily imprecise due to a lack of standardization of terms in describing human

8Note on terminology: the literature currently has no unified, standard terminology for referring to human baselines. Terms such as
“human baseline,” “expert baseline,” and “human performance baseline” (the terms contained in Table[T2) are commonly used; however,
some authors use “human benchmark” or even “human evaluation.” We discovered usage of the term “human benchmark™ after our search
was concluded; although a qualitative analysis indicated that this term was less frequently used than those in “human benchmark,” and a
spot check leads us to believe that our results would not differ significantly even with inclusion of this term, the exclusion of this search
term is nevertheless a limitation to the coverage of our systematic search. We deliberately excluded “human evaluation” from our search
terms, as this term is normally used to describe human annotations, grading, or scoring of Al outputs rather than human baselines (e.g., as
used in|Howcroft et al.[2020), though a number of our included articles nevertheless contained this term.
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Type Keywords

Human Baseline Keywords “human baseline*”
“expert baseline*”
“human performance baseline*”

Al Evaluation Keywords “LLM evaluation*”
“Al evaluation*”
“NLP evaluation*”’
“ML evaluation*”
“model evaluation*”
“LLM benchmark*”
“Al benchmark*”’
“NLP benchmark*”
“ML benchmark*”’
“evaluating LLM*”
“evaluation of LLM*”
“benchmark LLM”
“benchmarking LLMs”
“evaluation of Al models”

Table 12. Search terms for systematic literature review of human baselines

baselines in the literature (e.g., we found that some literature described baselines as “human evaluation”, which is
normally used to describe human annotations of evaluation data).

* To address limitations in coverage, we supplemented our Google Scholar search with other sources. SD queried Elici@
for articles containing human baselines, and MB identified evaluation datasets with human baselines used in industry
evaluations by scanning the model cards/system cards of OpenAl ol (OpenAl et al.,2024), Anthropic’s Claude 3.5
Sonnet (Anthropic}, [2024a), Meta’s Llama 3 (Grattafiori et al.} 2024}, and Google DeepMind’s Gemini 1.5 (Gemini
Team Google et al.| 2024)@] Furthermore, the most recent research has found that Google Scholar has significantly
expanded its coverage (Gusenbauer, |2019)), and another study found that Google Scholar indexed 96% of articles in
systematic literature reviews in computer science that were conducted using other databases (Yasin et al., 2020).

Our search process yielded a sample of n = 397 articles (378 from Google Scholar, 13 from Elicit, and 6 from industry
model/system cards), which were stored in a Google Sheet. KW then scanned the title, abstract, and main text of each
article to filter the sample; the inclusion/exclusion criteria used in filtering along with rationales for each criterion are
discussed in Tables and As Google Scholar does not always index the most authoritative version of articles, KW
also cross-referenced DBLP for all articles on preprint servers (including arXiv) to identify the latest version or published
version of each preprint@ During the coding process, all coders were also made aware of the exclusion criteria in case any
invalid articles were inadvertently included for coding. The final number of articles included for analysis was n = 109, and
these are identified in Table

Following the coding strategy in|Zhao et al.| (2025)), a subset of authors each coded the same four articles, discussed results
to ensure coding consistency, and refined the checklist items. The remaining articles were then split up for coding between
all authors, with results stored in a Google Sheet. Questions that arose during the final coding process were adjudicated
via discussion. All codes were then validated by KW, PP, SD, and MB (with no coder validating their own codes). After
validation was complete, KW cleaned and standardized the final dataset.

YElicit is an Al search and analysis for researchers (Elicit).

The date filter in Tablewas not applied for these articles so that we could capture evaluations that are widely used in practice.
Only one article that would have otherwise been excluded was ultimately included in our sample of baselines (Dua et al., 2019).

2INote that although one of our exclusion criteria is for articles published before 2020, we make one exception and nevertheless include
one article from 2019 (Dua et al.| 2019) due to its prevalence in industry model cards.

ZSince the time of this writing, published versions of four articles we reviewed have become available. We cite to the preprints that we
reviewed below (de Haan et al.| 2024} |Bai et al.| 2024} [Mukhopadhyay et al.| [2024} |Lei et al.| 2024al), but the published versions are
available at: |[de Haan et al.[2025} Bai et al.[2025} [Mukhopadhyay et al[2025} |Lei et al.[2025|

56



Position: Rigorous Human Baselines

Inclusion Criteria Rationale

Article contains an evaluation of a foundation model * We limited our scope to foundation models in part to

make the review practically manageable

* No comprehensive guidance exists for human base-
lines that is specific to the context of foundation mod-
els and that accounts for the most recent foundation
model literature

* Foundation models raise different and somewhat
unique considerations for human baselines, and we
aimed to narrow in on these specific considerations

* Examples of qualifying articles: articles that fine-
tuned or used pre-trained large (language or multi-
modal) models

Article contains a human baseline (defined in Section * See exclusion criteria for examples of non-qualifying
articles

Article is published in a peer-reviewed venue or is available * See text for a discussion of arXiv

in the gray literature (e.g., on a preprint server such as

arXiv)

Table 13. Inclusion criteria for systematic review of human baselines.

Note that many articles conducted human baselines for multiple different datasets. During the coding process, each dataset
for which a baseline was conducted was coded separately. During the process of cleaning and analyzing coded data, only
baselines that contained key differences in baseline instrument, construct, sample, or process were retained as distinct
baselines; these were formalized as different coding for Q1.5-1.8, Q2.1-2.3, Q2.6-2.7, or Q3.2-3.5. We find six articles
which contained more than one distinct baselines by this criteria (Lu et al.l 2024} [Meister et al., [ 2024; |Castro et al.| 2022
Verma et al.| 2024} Laine et al., 2024} [Suvarna et al.| 2024)), bringing the total number of human baselines up to 115.
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Exclusion Criteria

Rationale

Al model being evaluated is not a foundation model

Article did not contain a human baseline

Human baseline in the article is not original (e.g., uses
observational/real-world data or a human baseline from a
pre-existing dataset)

Article duplicates an item already included in the review

Article was published before 2020

Article collected data from human annotators but not as a
baseline

Article evaluates LLM-as-a-judge, i.e., compares LLM vs.

human evaluation of AI models

Article is incomplete work or work-in-progress

Article is a thesis or class work

See inclusion criteria for discussion of rationale
Examples of non-qualifying articles: articles that
trained non-general purpose models for specific pur-
poses

Enforcement of analogous inclusion criteria

Articles using observational/real-world data are ex-
cluded as it is difficult to make direct comparisons
between human and Al performance in such cases,
given that the human data was not generated in a con-
trolled laboratory setting

Articles using pre-existing human baseline data are
excluded as researchers may fail to adhere to the ex-
perimental design of the previous baseline, making
comparisons difficult

Prevention of duplicate items
Examples of non-qualifying items: preprint or work-
shop version of subsequently published work

Most foundation model evaluation literature was pub-
lished after 2020 (inclusive)

Use of human data in non-baseline contexts gives rise
to different methodological considerations

Examples of non-qualifying articles: articles using
human evaluation (i.e., using human annotators to
score or analyze evaluation data), articles collecting
human data as ground truth (e.g., using annotations to
determine the desired responses to evaluation items)

LLM-as-a-judge may give rise to highly idiosyncratic
methodological considerations

Quality control

Examples of non-qualifying articles: articles submit-
ted to venues but not released as preprints (e.g., paper
available on OpenReview but not on arXiv; we assume
that authors of these articles do not intend to make
their papers public), articles submitted to non-archival
workshops intended to refine work

Quality control

Table 14. Exclusion criteria for systematic review of human baselines.
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Articles

Included (n = 109) |Abdibayev et al.| (2021); |Akhtar et al. (2024); Albrecht et al.| (2022); /Alex et al.|(2021);|Asami &
[Sugawara (2023); [Asiedu et al.| (2025); [Awal et al.| (2025)); Bai et al.| (2024); Blinov et al.| (2022);
Bu et al| (2024); [Castro et al| (2022); |Chang et al|(2024a; [2023); |Chen et al| (2024); [Chiu et al |
(2024)); [Chiyah-Garcia et al| (2024); [Costarelli et al.| (2024); [Dagli et al.| (2024); Dua et al| (2019);
[Duan et al.| (2022)); [Fenogenova et al.| (2024)); [Fyffe et al] (2024); [Gong et al.| (2024)); |Gu et al]
(2024); |Guo et al.| (2024)); |Gupta et al.| (2024)); [de Haan et al.| (2024); [Hackenburg et al.| (2023);
[Hamotskyi et al) (2024); [Heiding et al. (2024); [Hendrycks et al.| (2021)); [Hijazi et al.| (2024);
[Hildebrandt et al.| (2024); [Hou et al| (2024)); Huang et al | (2024)); Tvanov| (2024); Jain et al.| (2023));
Jiet al](2022)); Jimenez et al|(2022)); Jing et al|(2023)); [Kodali et al | (2024); [Kruk et al|(2024);
[Cacombe et al] (2023)); [Laine et al| (2024); [Laurent et al.| (2024); [LeGris et al.| (2024); [Lei et al |
(2024a); ILi et al| (2024atb; 2021} [2025); [Lin et al| (2022); LLiu et al. (2024a; 2023; 2024b); Ll
let al| (2024} 2023)); Mangalam et al.| (2023)); Meister et al.| (2024); [Mialon et al.| (2023)); [Miller]
let al.| (2020); [Mirza et al.| (2024); Mizrahi et al.| (2020); Montalan et al.| (2024); Moskvichev et al.|
(2023)); IMukhopadhyay et al.| (2024); Norlund et al.| (2021)); [Obeidat et al.| (2024); [Phuong et al |
(2024); Reese & Smirnoval (2024); [Rein et al] (2024); Roberts et al| (2024); Ruis et al| (2023);
Sakai et al| (2024); [Santurkar et al| (2020); Sanyal et al| (2024); [Shavrina et al.| (2020); Si et al|
(2024); [Someya & Osekil (2023)); [Sourati et al| (2024); [Sprague et al| (2023)); [Srivastava et al |
(2023); [Suvarna et al.| (2024)); [Tahsin Mayeesha et al| (2021); [Taktasheva et al.| (2022); [Tanzer]
et al| (2023); Thrush et al| (2024); Valmeekam et al.| (2023); [Verma et al.| (2024); [Wadhawan et al|
(2024); Webson et al|(2023); Weissweiler et al] (2024); Wijk et al|(2024); Wu et al| (2024; 2023):
[Xiang et al.| (2023); [Yin et al.| (2024); [Yue et al.| (2024); Zamecnik et al. (2024); [Zerroug et al.|
(2022); [Zhang et al.| (2024aibic): Zhou & Hong| (2024):[Zhou et al.| (2024); [Zhu et al| (2023); Zhuo|

Table 15. A complete list of the 109 articles included in our systematic review of human baselines. Note that we analyze 115 individual
baselines from these articles, as a single article may contain multiple baselines (see explanation in text).
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F. Appendix: Additional Resources

This appendix contains a non-exhaustive list of further resources for researchers interested in running a human baseline.
Most items in this list are cited in the relevant sections above, and we provide this list purely for convenience.

For practical guidance on designing human baselines (and surveys):

* Aside from this paper, your first stop for highly practical guidance on baseline design should be the appendix in
Stantcheva (2023)123] which contains detailed information on sampling methods, crowdsourcing, writing survey
questions, response bias, and other useful resources.

* For guidance on validity in Al evaluations, see Salaudeen et al.| (2025).

* For guidance on power analysis, see|Card et al.[(2020).

* For best practices on ensuring data quality on Amazon Mechanical Turk, see|Lu et al.| (2022a)).
» For methods to prevent Al usage in human baselines, see|Veselovsky et al.|(2023a).

 For additional best practices in Al evaluation, see Reuel et al.| (2024); |[Paskov et al.|(2024); |Biderman et al.| (2024);
Grosse-Holz & Jorgensen|(2024).

 For a summary on uncertainty estimation and other statistical methods, see Miller|(2024) (with the caveat of Bowyer
et al.|2025)).

* For early work on dealing with small sample sizes in evaluations, see|[Luettgau et al.|(2025)); Xiao et al.|(2025)).

* For best practices on reproducibility and transparency in ML research, see [Kapoor et al.|(2024a); Semmelrock et al.
(2024).

For more comprehensive reference texts:

* For an introduction to measurement theory, see Bandalos| (2018)).

* For an introduction to (human) survey research, see|Groves et al.[|(2011) or|Valliant et al.| (2018]).

* For an introduction to survey sampling (likely more complex than is necessary for most evaluations), see Lohr| (2022).
* For an introduction to survey weights, see Valliant et al.| (2018).

 For an introduction to hierarchical modelling and sample size estimation, see chapters 8 and 11 of [ McNulty|(2021))
(chosen as it provides examples in Python).

* For a discussion of measurement equivalence or measurement invariance (ensuring that measurement instruments
capture the same concept across different populations), see Davidov et al. (2014)@

 For discussions on using and interpreting p-values in statistics, see McShane et al.| (2019); \Gelman & Stern|(2006).

2 Available directly at: https://www.annualreviews.org/content/journals/10.1146/annurev—-economics
+091622-010157#supplementary_data/(archived athttps://perma.cc/EZ9IX-XK6A).

“*Although this discussion is in the context of measurements in different populations of humans, many measurement equivalence
questions also arise between populations of humans and Al models.
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G. Appendix: Data Availability

An up-to-date version of our checklist as well as individual annotations from our systematic review of human baselines are
available at: https://github.com/kevinlwei/human—-baselines.
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