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A QUALITATIVE RESULTS
We present more qualitative results of our MiniGPT-3D, encom-
passing 3D recognition and captioning, 3D question answering, as
well as qualitative comparisons.

A.1 3D Recognition and Captioning
Figure 1 and Figure 2 further showcase the qualitative results of
our MiniGPT-3D in 3D recognition and captioning. Given a 3D
point cloud and instruction, MiniGPT-3D is capable of generating
text responses that include the object’s category, quantity, color,
and as well as unique characteristics. Furthermore, our MiniGPT-
3D also leverages the point cloud information to make reasonable
reasoning, deducing potential uses and emergence timelines. This
excellent comprehension of point clouds underscores the advantage
of employing priors from 2D-LLMs to build 3D-LLMs.

A.2 3D Question Answering
Figure 3 further provides the qualitative results of our MiniGPT-3D
on 3D question answering. Our MiniGPT-3D supports multi-turn
dialogues with users regarding the input 3D point cloud. Users can
continuously pose various open-ended questions to MiniGPT-3D
about the 3D object, such as its working principle, the number of
objects, specific historical event times, and even logical questions.
Despite only training 47.8M trainable parameters on one single
NVIDIA RTX 3090 GPU for 27 hours, through these examples, we
observe that our MiniGPT-3D possesses extensive general knowl-
edge and maintains contextual coherence in multi-turn dialogues,
outputting correct text responses. These impressive results under-
score the superiority of efficiently aligning 3D point clouds with
LLMs based on 2D-LLM knowledge.

A.3 Qualitative comparisons
We present more qualitative comparisons, similar to Table 4 in our
main paper. The results are shown in Table 1. Compared with other
methods, our MiniGPT-3D outputs a more detailed text response,
while accurately recognizing object categories and capturing more
3D point cloud information, such as usage, shape, internal com-
ponents, geometric attributes, materials, etc. The results show the
excellent point cloud understanding capabilities of MiniGPT-3D.

B TRAINING DETAILS
This section presents the training details of MiniGPT-3D, encom-
passing the training settings, model parameter, and the variation
in loss across the four training stages.

Training Settings. Table 2 shows the detailed training settings
for MiniGPT-3D. Specifically, we use the point-text instruction
dataset [7] as the training dataset, encompassing 660k brief captions

and 70k detailed captions & conversations. Within this setup, stages
I and II employ the brief captions as their training dataset, while
detailed captions & conversations are utilized in stages III and IV.
Notably, stages III and IV utilize different types of training data from
detailed captions & conversations based on a specific sampling ratio.
For optimization, we adopt the AdamW optimizer with a weight
decay of 0.05 and employ a cosine decay with a linear warm-up
learning rate schedule. The initial learning rate gradually decreases
as the training stage progresses.

Regarding the hyperparameters of model components, the point
cloud encoder is configured consistently with Point-BERT [8], re-
ceiving point cloud data inputs of 8192 points. The point cloud
projection layer consists of a two-layer MLP network that trans-
forms the 384-dimensional features output from the point cloud
encoder to the input dimension of 1408 for the Value and Key layers
in Q-Former [4]. Our proposed Mixture of Query Experts (MQE)
comprises eight query experts and an expert router. The expert
router includes a two-layer MLP network and a softmax operation,
outputting the probability distribution for activating the eight query
experts. We activate the two experts with the highest probabilities
in our experiments. Q-Former consists of 12 blocks, with each at-
tention module containing 12 attention heads. LoRA [3] is used
for efficiently fine-tuning the Q-Former, where the rank and alpha
of LoRA are set to 8 and 16, respectively. The modality projector
consists of a two-layer MLP that transforms the 768-dimensional
point cloud queries output from Q-Former to 2560-dimensional
point tokens. The large language model backbone comprises 32
blocks. We efficiently fine-tune the LLM using LoRA, with the rank
and alpha of LoRA set to 64 and 16, respectively.

Model Parameter. MiniGPT-3D boasts a total of 2.95 B model
parameters, yet we only train 47.8 M parameters on a single RTX
3090 (24G) GPU, which took 27 hours. The specific trainable and
frozen model modules are detailed in Figure 4a and Table 4b.

Training Loss. Figure 5 shows the changes in loss across the
four training stages of MiniGPT-3D. The scale interval on the hori-
zontal axis corresponds to the duration of training. During stage
I, though training only point cloud projection layer (MLP), we ob-
serve a steady decrease in loss. During stage II, more modules are
fine-tuned on the same dataset as stage I, enhancing the model’s
learning capacity, and leading to a continued decrease in loss from
the end of stage I. During stage III, the introduction of more chal-
lenging tasks temporarily increases the loss compared to the end
of stage II, followed by a gradual reduction. During stage IV, only
MQE is trained. Since the expert router of MQE is trained from
scratch, the loss suddenly increases compared to the end of stage
III, but then gradually decreases to the same level or even lower.
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original mesh 
(only for reference)

point cloud input

The 3D object model is a toy car, 
specifically designed to replicate 
the iconic sports car, Ferrari. It 
stands out with its shiny blue body, 
adorned with black stripes and red 
accents, exuding an air of speed 
and grandeur. It could potentially 
be a collector's item or a plaything 
for children interested in racing 
toys.

Tell me about this.

original mesh 
(only for reference)

point cloud input

This is a 3D model of a vibrant red 
racing car. The car is designed with 
a sleek, aerodynamic body and 
large, black wheels. It features a 
prominent front grille and a 
distinctive red color scheme. The 
car's design suggests it is intended 
for high-speed racing or sports 
events.

What is this? 

original mesh 
(only for reference)

point cloud input

This is a 3D model of a quadcopter 
drone, characterized by its sleek 
design with sharp edges. The 
drone is predominantly black in 
color and features four rotors for 
stable flight. It can be used for 
aerial photography, videography, 
and even package delivery in 
certain conditions.

What is this? 

original mesh 
(only for reference)

point cloud input

A 3D model of a wooden sailing 
ship featuring a distinct, large 
brown fin. The ship is 
characterized by its traditional 
style and craftsmanship, 
suggesting it was used during the 
era before the invention of 
motorized transport. The sail-
driven vessel is in perfect 
condition, giving an authentic 
visual representation of a 
historical seafaring craft.

What is this? 

original mesh 
(only for reference)

point cloud input

The 3D model of a spider is 
rendered with intricate details, 
featuring realistic characteristics 
such as long, black legs and 
delicate features on its body. The 
spider, painted in a vibrant dark 
brown color, possesses eight 
pointed black limbs that stand out 
distinctly. The model can be used 
in virtual reality environments or 
educational applications to teach 
about arachnids in an engaging 
manner.

Can you describe this in more 
detail?

original mesh 
(only for reference)

point cloud input

This is a three-dimensional model 
of a standard soccer ball. The 
model captures its typical 
spherical shape, with black and 
white patches along the 
circumference to mimic the 
traditional colors of a soccer ball. 
This 3D model can be used in 
animation, video game 
development, or as a digital 
educational tool for sports-related 
studies.

What is this? 

original mesh 
(only for reference)

point cloud input

This is a 3D model of a vibrant, 
cartoon-style chandelier. The 
chandelier features a playful 
design with bright yellow and 
green lights, giving it a whimsical 
appearance. It's likely used in 
children's spaces or events to 
create a fun and lively atmosphere.

Tell me about this briefly?

original mesh 
(only for reference)

point cloud input

This is a 3D model of a traffic cone, 
predominantly orange in color. 
The cone has a circular base and a 
pointed top, which is typically 
used for directing traffic or 
marking off-limits areas. It's a 
common sight on roads and 
highways, often painted with 
reflective material to enhance 
visibility during night-time driving.

Introduce this?

original mesh 
(only for reference)

point cloud input

This is a 3D model of a cartoon-
style helmet. It's made of a shiny, 
metallic material and features a 
distinct, curved design. The 
helmet has a wide brim that 
provides ample coverage for the 
head. The helmet is designed to 
be lightweight and comfortable, 
making it suitable for use in 
animated films or video games.

what is this?

original mesh 
(only for reference)

point cloud input

The 3D object model is a tall, 
slender tower with a distinctive 
grey color. It has a unique design 
that suggests it could be used for 
various purposes such as a 
communication tower or an 
observation deck. The tower's 
height and structure suggest it can 
withstand strong winds and other 
environmental factors.

Describe this?

original mesh 
(only for reference)

point cloud input

What is the use of this object?

This object is a fire hydrant, used 
for firefighting.

original mesh 
(only for reference)

point cloud input

What is this? 

This is a 3D model of a wooden 
chair with a brown seat and 
backrest. The chair appears to be 
in a state of disrepair, with visible 
signs of wear and tear.

original mesh 
(only for reference)

point cloud input

What is this? 

The object is a vibrant orange 
basketball.

original mesh 
(only for reference)

point cloud input

What is it?

It's a 3D model of a seashell.

Figure 1: 3D recognition and captioning results (#1) of our MiniGPT-3D. Given a 3D point cloud and a corresponding question,
MiniGPT-3D generates a text response. The correct and fine-grained answers are highlight in green.
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original mesh 
(only for reference)

point cloud input

The model represents a high-tech 
rectangular smartphone, 
showcasing a black and grey 
exterior with a smooth touch 
screen. It stands at an impressive 
height, indicating it's likely to have 
a large display for multimedia 
usage like video calling and 
streaming services. The design of 
this device suggests it belongs to 
the leading tech giants, such as 
Apple Inc., Samsung, or Google.

Caption this 3D model in detail.

original mesh 
(only for reference)

point cloud input

The 3D model is of a light, white 
giraffe with an exquisite mix of 
brown and black spots on its body. 
The giraffe's legs are also in white 
and have prominent grey spots 
running down each one.

Caption this 3D model in detail.

original mesh 
(only for reference)

point cloud input

The object is a 3D model of an old 
computer with a grey casing, 
featuring the classic yellow keys on 
its keyboard. The design exudes 
nostalgia, hinting at its possible 
vintage usage or historical 
significance. Its use in 3D 
rendering could be for animation, 
video games, or other digital 
media, adding a vintage touch to 
the overall aesthetic.

Describe the object.

original mesh 
(only for reference)

point cloud input

This is a 3D model of a high-end, 
black and orange pair of athletic 
shoes. The shoes exhibit a sleek 
design with thin, slim soles and 
bold patterns along the sides in 
contrasting orange. Their color 
scheme signifies performance 
footwear, suitable for sports 
activities or fitness routines. Due 
to its vibrant color combination, 
it's also an eye-catching piece for 
those who are into fashion as well.

Introduce this model.

original mesh 
(only for reference)

point cloud input

The 3D model is a representation 
of a tree with green leaves. The 
tree has a cylindrical trunk and 
branches that extend in all 
directions, giving it an organic 
appearance. It's likely to be used as 
part of digital environments like 
video games or animations due to 
its lifelike design.

Describe this model.

original mesh 
(only for reference)

point cloud input

The 3D model is a detailed 
representation of a lion, with its 
distinctive brown fur and large, 
powerful paws. The lion's head is 
adorned with a long, flowing mane, 
adding to its majestic appearance. 
The model is likely used in 
animations, video games, or as a 
decorative piece for those who 
appreciate wildlife.

Caption this 3D model in 
detail.

original mesh 
(only for reference)

point cloud input

The object is a pair of glasses with 
a distinct red frame. The lenses are 
clear, allowing for clear vision. The 
glasses have a modern design and 
are likely used for both functional 
and aesthetic purposes.

Can you walk me through 
the details of this object?

original mesh 
(only for reference)

point cloud input

This is a 3D model of an elephant, 
rendered in a realistic and detailed 
manner. The model showcases the 
distinctive features of an elephant, 
including its large ears, long trunk, 
and tusks. The model could be 
used for educational purposes, 
such as teaching children about 
different animal species or for 
creating digital animations or video 
games.

Describe the object.

original mesh 
(only for reference)

point cloud input

This is a 3D model of a crab, 
characterized by its vibrant yellow 
color and the presence of two 
large claws. The crab's body is 
segmented, with each segment 
ending in a claw. The claws are 
notably large and sharp, which are 
typical features of crabs for 
catching prey or defending 
themselves. This model could be 
used in various fields such as 
animation, game design, or marine 
biology education.

Can you explain more 
about this form?

original mesh 
(only for reference)

point cloud input

The 3D model features a vintage-
styled black camera. The body of 
the camera has a glossy black 
finish, reminiscent of old cameras 
used during the early 20th century. 
This kind of camera typically 
includes an exposure meter, a 
viewfinder, and two buttons - a 
shutter button and a release 
button, making it suitable for 
manual focusing and adjusting 
shutter speed. The viewfinder 
gives users control over when to 
capture the light in their 
photographs.

Provide a detailed 
description of this model.

original mesh 
(only for reference)

point cloud input

This is a 3D model of a cartoon-
style donut, featuring a vibrant 
yellow color and a pink icing. The 
donut has a playful, whimsical 
design that's typical of cartoons. It 
could be used in animations, video 
games, or as a decorative item.

I want to know what this is, 
help me.

original mesh 
(only for reference)

point cloud input

You can learn to play this 
instrument through formal music 
education, online tutorials, or by 
practicing with a real-life acoustic 
guitar.

How to learn this musical 
instrument?

Figure 2: 3D recognition and captioning results (#2) of our MiniGPT-3D. Given a 3D point cloud and a corresponding question,
MiniGPT-3D generates a text response. The correct and fine-grained answers are highlight in green.
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original mesh 
(only for reference)

point cloud input

What is the function of radio 
antenna?

The radio antenna is used to pick 
up radio signals from a 
broadcasting station.

Who invented the first radio?

Guglielmo Marconi is credited with 
inventing the first practical radio 
system.

original mesh 
(only for reference)

point cloud input

What can it be used for?

It can be used for automated 
cleaning tasks, such as house 
cleaning, industrial cleaning, or 
any other scenarios that require 
consistent, thorough cleaning.

Its tires are very strange, why is it 
designed like this?

The tires' unusual design serves a 
functional purpose, aiding in the 
robot's mobility and traction on 
different surfaces.

original mesh 
(only for reference)

point cloud input

What is it?

It's a black vintage telephone.

Does everyone still use this style 
now?

No, it is more commonly found in 
vintage collections or nostalgic 
settings.

Who invented the first Telephone?

The first telephone was invented by 
Alexander Graham Bell in 1876.

original mesh 
(only for reference)

point cloud input

What does this animal 
usually eat?

This animal, a rabbit, is known to 
eat plants.

How many years can rabbits 
generally live?

Rabbits can live up to 10 years or 
more, depending on their breed 
and care.

Do rabbits drink water?

Yes, rabbits drink water. They need 
to stay hydrated, especially in hot 
weather.

original mesh 
(only for reference)

point cloud input

Why does it have to work 
at night?

It's designed to work at night 
because it has a light bulb.

How many light bulbs are there 

There are two light bulbs in this 
lamp.

Why doesn't it light up during 
the day when there is sunlight?

The lamp is designed to be used 
during the night when there's no 
sunlight.

original mesh 
(only for reference)

point cloud input

Why do we need it?

A watch is a timepiece that helps 
us keep track of time.

Why can it move automatically?

The watch has a spring 
mechanism that allows it to 
move automatically.

Why are there three pointers?

The three pointers on the watch 
are the hour hand, minute hand, 
and second hand.

original mesh 
(only for reference)

point cloud input

What is the source of 
piano sound?

The source of piano sound is a set 
of strings.

Detailed explanation of the 
principle of sound production.

The piano produces sound through 
the vibration of its strings. When a 
key is pressed, it causes a small 
hammer to strike a string, causing 
it to vibrate and produce sound.

Does it need to use electricity 
to make a sound?

No, the piano doesn't need 
electricity to make a sound. It 
uses the kinetic energy from the 
striking of the keys.

original mesh 
(only for reference)

point cloud input

What is its working 
principle?

The fan operates on the principle 
of converting electrical energy into 
kinetic energy, which is then used 
to circulate air.

What factors will affect its noise?

The fan's noise is influenced by its 
speed, the number of blades, and 
the material it's made of.

Do you have any suggestions 
on how to reduce noise?

Yes, you can reduce the fan's noise 
by adjusting its speed or by 
replacing it with a quieter model.

original mesh 
(only for reference)

point cloud input

What color is it? How 
many wings does it have?

The butterfly is white and it has 
four wings.

What role does it play in 
the ecosystem?

The butterfly plays a crucial role in 
pollination, aiding in the 
reproduction of flowering plants.

What is its relationship 
with caterpillars?

The caterpillar is the larval stage of 
the butterfly, and it undergoes 
metamorphosis to become a 
butterfly.

original mesh 
(only for reference)

point cloud input

Why is it round?

The round shape of the tire is a 
common design feature in most 
vehicles. It allows for a smooth ride 
and better grip on the road.

What is the help of the friction 
force experienced by the tire 
during movement?

The friction force experienced by 
the tire during movement is what 
allows the tire to grip the road and 
provide traction.

Can the car not have tires?

No, a car cannot function without 
tires. Tires are essential for the car 
to move and provide a smooth ride.

original mesh 
(only for reference)

point cloud input

What's the use of it?

What is the function of a 
helicopter's tail rotor?

The tail rotor of a helicopter is 
used to control the direction and 
speed of the aircraft.

Can it take off without a tail rotor?

No, a helicopter cannot take off 
without a tail rotor. The tail rotor 
is essential for maintaining 
balance and stability during flight.

The helicopter is used for various 
purposes such as transportation, 
rescue missions, and military 
operations.

original mesh 
(only for reference)

point cloud input

How many people can sit here?

The bicycle can accommodate two 
people.

What is its working principle?

The bicycle is powered by pedals 
and a chain, which are connected 
to the wheels.'

What is the difference 
between an electric bicycle 
and it?

An electric bicycle is a bicycle that 
is powered by an electric motor 
instead of pedals.

Figure 3: 3D question answering results of our MiniGPT-3D. MiniGPT-3D supports multi-round conversation regarding the 3D
object. The correct and fine-grained answers are highlight in green.
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Table 1: Qualitative results on ModelNet40. The first image in each sample serves as the input for image-based models, while
additional views are provided for reference purposes. Compared to other methods, MiniGPT-3D demonstrates superior accuracy
in identifying object categories, capturing richer information, and generating more comprehensive responses.

Samples 1, 2

Prompt What is this? This is an object of
Ground Truth Sofa Bed

InstructBLIP-13B [1] sofa person cutting meat into small pieces with a large knife
LLaVA-13B[5] The image is a black and white drawing of a couch. The image is a black and white depiction of a chair.
Point-Bind LLM [2] This is a drawing of a person laying on a couch, with a dog

nearby.
This is an object of art.

PointLLM-13B [7] This 3D object is a comfortable, black, three-seater sofa. This is a model of a neatly made bed, primarily composed of
a solid black mattress.

MiniGPT-3D This is a 3D model of a modern, sleek black sofa. The
sofa is designed with a minimalist aesthetic, featuring
clean lines and a neutral color palette. It is likely to be
used in contemporary interior design, offering comfort
and style.

A 3D model of a bed with a black mattress. The bed is
characterized by its rectangular shape and themattress,
which is black in color. The bed has a headboard and
footboard, both of which are also black. This model
can be used in various digital platforms such as video
games, animations, or virtual reality experiences.

Samples 3, 4

Prompt What is this? This is an object of
Ground Truth Guitar Bottle

InstructBLIP-13B [1] telescope wine bottle
LLaVA-13B[5] The image is a close-up view of a black ink pen sitting on a

white surface.
This image features a black and white depiction of a bottle.

Point-Bind LLM [2] This is a bird flying in the sky. This is an object of a person holding a bottle of wine.
PointLLM-13B [7] This 3D model represents a black electric guitar equipped

with a distinctive headstock.
This is a 3D model of a bottle, possibly intended for liquids.

MiniGPT-3D This is a 3d model of a cartoon-style guitar. the guitar
is predominantly black in color, with a distinctively
large headstock and a long neck. the body of the guitar
is also black, and it has a unique design with a large,
flat headstock and a long neck. the guitar is likely to be
used in animated films, video games, or other digital
media.

A 3D model of a bottle, predominantly black in color.
The bottle is cylindrical in shape, with a narrow neck
and a wide base. The bottle appears to be made of plas-
tic or glass, which is a common material used in the
production of bottles. The bottle could be used for vari-
ous purposes such as storing liquids, serving beverages,
or as a decorative item.

Samples 5, 6

Prompt What is this? This is an object of
Ground Truth Bathtub Monitor

InstructBLIP-13B [1] table the foot
LLaVA-13B[5] The image features a black and white, close-up view of a

grater, which is an object used for grating cheese or other
food items.

The image features a small table with a black base and a
white or light-colored top.

Point-Bind LLM [2] This is a bowl or a vase, which is oval-shaped and has a
smooth surface.

This is an object of art, a sculpture, or a decorative piece.

PointLLM-13B [7] The 3D object model represents a realistic, dark grey bathtub. This is a 3D model of a desktop computer monitor.
MiniGPT-3D This is a 3D model of a cartoon-style bathtub. The

bathtub is predominantly black in color and has a
uniquedesign with a curved shape. It is likely to be
used in animated films, video games, or children’s con-
tent.

A 3D model of a sleek, modern black computer mon-
itor. The monitor is rectangular in shape and has a
glossy finish, giving it a sleek and professional look. It
is equipped with a high-resolution display, suggesting
it’s suitable for tasks that require high-quality visuals,
such as graphic design, video editing, or gaming. The
monitor is mounted on a sturdy stand, providing sta-
bility and convenience.



581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

625

626

627

628

629

630

631

632

633

634

635

636

637

638

ACM MM, 2024, Melbourne, Australia Anonymous Authors

639

640

641

642

643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

677

678

679

680

681

682

683

684

685

686

687

688

689

690

691

692

693

694

695

696

Table 2: Detailed training settings.

Setting Stage I Stage II Stage III Stage IV

Dataset Point-text Instruction Dataset [7]

Dataset Types Brief Caption Brief Caption Detailed Caption
& Conversation

Detailed Caption
& Conversation

Dataset Scale 660 k 660 k 70 k 70 k

Batch Size 9 9 - -Brief Caption Sample Ratio 1 1 - -
Batch Size - - 6 6Detailed Caption Sample Ratio - - 2 2
Batch Size - - 10 10Single-round Conversation Sample Ratio - - 3 3
Batch Size - - 4 4Multi-round Conversation Sample Ratio - - 3 3

Max Epoch 1 1 3 1
Iterations Per Training Epoch 70000 70000 10000 10000

Learn Rate Scheduler linear_warmup_cosine_lr
Initialized Learn Rate 0.00003 0.00003 0.00001 0.000005

Min Learn Rate 0.00001 0.00001 0.000001 0.000001
Warmup Learn Rate 0.000001 0.000001 0.000001 0.000001

Warmup Steps 7000 7000 3000 1000
Weight decay 0.05 0.05 0.05 0.05

Point Number 8192 8192 8192 8192
Point Group Size 32 32 32 32

Point Patch 512 512 512 512
Hidden Size 384 384 384 384

Head of Attention 6 6 6 6

Point Cloud Encoder

Number of Layer 12 12 12 12

Number of Layer 2 2 2 2
Point Cloud Projection Layer Dimension 384->768;

768->1408
384->768;
768->1408

384->768;
768->1408

384->768;
768->1408

Router Type - - - Sparse Router [6]
Top Experts - - - 2

Number of Query Experts - - - 8
Number of Expert Router Layer - - - 2Mixture of Query Experts

Dimension of Expert Router Layer - - - 768->256;
256->8

Rank of LoRA - 8 8 8
Alpha of LoRA - 16 16 16
Number of Layer 12 12 12 12
Head of Attention 12 12 12 12

Q-Former

Hidden Size 768 768 768 768

Number of Layer 2 2 2 2
Modality Projector Dimension 768->4096;

4096->2560
768->4096;
4096->2560

768->4096;
4096->2560

768->4096;
4096->2560

Rank of LoRA 64 64 64 64
Alpha of LoRA 16 16 16 16
Number of Layer 32 32 32 32
Head of Attention 32 32 32 32

Large Lanuguage Model Backbone

Hidden Size 2560 2560 2560 2560
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(a) Architecture, module parameters of MiniGPT-3D.

Trainable
Module Params Frozen

Module Params

Point Cloud Projection
Layer (MLP) 1.4 M PC

Encoder 21.9 M

Norm & LoRA
of Q-Former 0.7 M Q-Former 105 M

Modality Projector 13.7 M LLM (Phi-2) 2780 M
Mixture of Query Experts 0.4 M - -
Norm & LoRA of LLM 31.6 M - -

Total Parameters 47.8 M - 2907 M

(b) Parameters and trainability of modules in MiniGPT-3D.

Figure 4: Architecture, module parameters, and module trainability of MiniGPT-3D. Blue and orange fonts indicate non-
trainable and trainable parameters, respectively.
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Figure 5: Changes in loss across the four training stages of MiniGPT-3D.
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