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LIMITATIONS
The AutoGraph method is a general approach, where its internal
components can be easily replaced, such as the extraction of scene
graphs and text graphs. At present, there are numerous methods for
extracting scene graphs and dependency graphs, and we don’t test
all of them. With the development of technology, the quality of au-
tomatically constructed visual context graph is expected to improve.
We also believe that visual context graphs can potentially include
more information, such as emotions of characters, relationships
between entities, and information inferred from these relationships,
which are not considered in this paper.

Furthermore, graph semantic alignment is a little time-consuming.
In future work, we will explore to enhance the speed of automated
graph construction. And there are various large language models
available, but due to computational constraints, we chose to use
widely recognized models such as Llama2-7B [4] and LLaVA-7B [1]
as our base models.

ETHICAL STATEMENT
MELD dataset [3] and OpenViDial dataset [2] providers filter all
personal information and obscene language. We believe that the
dataset used in our experiments is harmless to users. If applied to
the real world, it is necessary to consider the security of the model
and avoid responding to harmful and biased responses.

The participants in our human evaluation are volunteered trans-
parently informed of our research intent, with reasonable wages
paid.
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