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1 Societal Impacts

Positive impacts. From our point of view, there may be three kinds of people that can benefit from
this research: (i) Researchers who are interested in style transfer. Our research may inspire them
to develop some more effective and remarkable methods in the future. (ii) Artists. They may draw
some inspiration from the artistic images generated by our approach to augment their own work.
(iii) Ordinary people who are interested in art. They can create stunning artistic images without any
knowledge backgrounds about art.

Negative impacts. One potential negative impact is that the proposed style transfer method may
replace some human jobs.

2 Involved Assets

Existing assets that we used in this work mainly include: 1) the codes of Gatys et al. [[1], AdaIN [2],
WCT [3]], Avatar-Net [8], LST [4], and SANet [7], and 2) the MS-COCO dataset [6] and WikiArt
dataset [3]. We report their URLs and licenses in the following,

e Gatys et al.: https://github.com/anishathalye/neural-style, GNU GENERAL PUBLIC LI-
CENSE v3.0.

o AdalN: https://github.com/naoto0804/pytorch-AdaIN, MIT License.

o WCT: https://github.com/eridgd/WCT-TF, MIT License.

o Avatar-Net: https://github.com/LucasSheng/avatar-net, we were unable to find its license.

o LST: https://github.com/sunshineatnoon/LinearStyleTransfer, BSD 2-Clause License.

e SANet: https://github.com/GlebBrykin/SANET, MIT License.

e MS-COCO: https://cocodataset.org/#download, we were unable to find its license.

o WikiArt: https://www.kaggle.com/c/painter-by-numbers, we were unable to find its license.

Note that MS-COCO and WikiArt have been widely used in a lot of existing works, and as far as we
know, they do not contain personally identifiable information or offensive content.

*Corresponding author

35th Conference on Neural Information Processing Systems (NeurIPS 2021).



3 Research with Human Subjects

(1) In this work, we conducted user studies to evaluate the performance of our method. Section 4.3 in
our main paper has presented the detailed text of instructions. Here, we provide the corresponding
screenshots in Figure [T}
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(b)

Figure 1: The screenshots of user study in terms of (a) preference score and (b) deception score.

(ii) As far as we know, our user studies do not involve any potential participant risks.

(iii) As for the wage, we paid each participant $0.5 for completing an assignment within 40 minutes.
We determined this wage mainly based on our research about other similar tasks that are also published
on the Amazon Mechanical Turk (AMT) platform.

4 More Experimental Results

In this section, we present more experimental results: (i) We present more ablation study results in
Figure[2|to demonstrate the effectiveness of the proposed internal-external learning and contrastive
learning scheme. (ii)More qualitative comparisons between our method and the baselines are
presented in Figure [3]and Figure 4]

5 Resources

During our experiments, 2 GeForce GTX 1080 Ti GPUs and 2 GeForce RTX 3090 GPUs are used.
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Figure 2: Ablation studies of external learning (abbr. EL) and contrastive learning (abbr. CL) on
image style transfer. It can be observed that our full model has the best performance. Please zoom in
for a better view and details.

Figure 3: Stylization examples. The first and second columns show the style and content images,
respectively. The rest of the rows show the stylization results generated with different methods.
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Figure 4: Qualitative comparisons on video style transfer. The first row shows several video frames
and the style image. The rest of the rows show the stylization results generated with different methods.

The last column shows the heat maps of differences between different frames.
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1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s

contributions and scope? [Yes]
(b) Did you describe the limitations of your work? [Yes]
(c) Did you discuss any potential negative societal impacts of your work? [Yes] Please

refer to our supplementary material.
(d) Have you read the ethics review guidelines and ensured that your paper conforms to

them? [Yes]
2. If you are including theoretical results...



(a) Did you state the full set of assumptions of all theoretical results? [Yes]
(b) Did you include complete proofs of all theoretical results? [Yes]
3. If you ran experiments...
(a) Did you include the code, data, and instructions needed to reproduce the main experi-
mental results (either in the supplemental material or as a URL)? [Yes]
(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes]

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)? Because it would be too computationally expensive and
its significance is very limited for the task of style transfer.

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUs, internal cluster, or cloud provider)? [Yes] Please refer to our supplementary
material.

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...
(a) If your work uses existing assets, did you cite the creators? [Yes] Moreover, we report
their URLs in our supplementary material.

(b) Did you mention the license of the assets? [Yes] Please refer to our supplementary
material.

(c) Did you include any new assets either in the supplemental material or as a URL? [N/A]

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [N/A]

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [Yes] Please refer to our supplementary material.

5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [Yes]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [Yes] Please refer to our supplementary material.

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [Yes] Please refer to our supplementary material.
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