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ABSTRACT

Large Language Models (LLMs) have achieved remarkable progress in natural
language comprehension, reasoning, and generation, sparking interest in their
creative potential. Automating creativity evaluation in LLMs, particularly in physi-
cal reasoning tasks, presents a transformative opportunity to accelerate scientific
discovery by enabling innovative solutions, uncovering patterns, and automating
problem-solving processes. Current creativity evaluation frameworks, however,
rely heavily on human annotation, making them subjective, resource-intensive, and
impractical for scaling. To address this, we introduce a novel automated evaluation
framework rooted in cognitive science principles of divergent and convergent think-
ing. Divergent creativity is measured using Semantic Entropy, a sampling-based
metric that quantifies variability in generated outputs to capture the novelty of
ideas. Convergent creativity is assessed using a modified retrieval-based discussion
framework—60% more efficient—where autonomous multi-agent systems evaluate
task solutions across feasibility, safety, and effectiveness. We implement these
methodologies within a benchmark based on the MacGyver dataset, which contains
300 real-world, solvable problems requiring innovative use of everyday objects.
Our framework evaluates state-of-the-art LLMs, such as GPT and LLaMA models,
while analyzing the effects of key parameters like temperature, model size, and
recency. By automating creativity evaluation, we establish a scalable, objective,
and reproducible methodology to enhance LLM development, paving the way for
breakthroughs in scientific discovery and creative problem-solving across diverse
fields.

1 INTRODUCTION

Recent advancements in large language models (LLMs) have led to significant breakthroughs in
natural language comprehension, generation, and reasoning [25;135;[11]. As LLMs grow more capable
in reasoning and planning, their creative potential emerges as a integral component to explore [60;/52].
More creative LLMs can accelerate scientific discovery by proposing unconventional approaches
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[47; [17], uncovering patterns [48]], and automating experiment design [29], with transformative
applications in fields such as materials science [5], research methodology [3]] and causal discovery [1]].
In this work, we focus on automating creativity evaluation within the context of physical reasoning -
the ability to reason about how physical objects interact and behave in the real-world.

Despite advancements in LLMs, automated creativity evaluation frameworks remain underdeveloped.
Current approaches exhibit limited generalizability and holistic assessment [22]], while relying on
empirical methods that require human annotation that is challenging to scale [23]. Automating LLM
creativity evaluation can accelerate the refinement and application of these agents in creative domains
like scientific discovery. This requires robust, quantitative evaluation methods. From cognitive
science, creativity comprises two key elements—divergent and convergent thinking [[18] - we propose
novel, automated methods to evaluate both aspects.

Divergent thinking is the ability to generate diverse, novel and innovative ideas. We argue that
hallucinations—often seem as a drawback in LLMs—can mimic divergent thinking by producing
unconventional ideas. Building on this, we propose a new metric to automatically evaluate the novelty
of ideas produced by LLMs based on Semantic Entropy, a sampling-based method which quantifies
the variability in generated outputs, and demonstrate its effectiveness in capturing divergent creativity.

Convergent thinking, on the other hand, refers to synthesizing information and ideas to arrive
at the best solution tailored to specific goals and contexts for a problem [24]. Recognizing that
evaluating this aspect is inherently subjective [26], we propose using autonomous, multi-agent LLM
judging, where each agent assesses distinct aspects of a task through collaborative discussion [30].
This framework mirrors human-like deliberation to provide nuanced and context-aware evaluations,
offering a generalizable and scalable approach for measuring convergent creativity across diverse
domains. To address the computational inefficiency of traditional discussion-based evaluations [S7],
we introduce a retrieval-based discussion framework to streamline the process, making it more
scalable and feasible for use in large-scale benchmarks.

We combine these methodologies into a benchmark built on the MacGyver dataset [54]], featuring
real-world problems designed to induce innovative usage of common objects and require out-of-the-
box thinking—an area where LLMs often struggle to produce satisfactory solutions [53]]. Using this
benchmark, we evaluate the creative potential of state-of-the-art LLMs and investigate the effects of
key LLM properties such as temperature, model size, and model recency on their creativity.

In summary, our contributions are threefold:

1. We introduce a novel divergent creativity metric based on semantic entropy as an automated,
sampling-based method by quantifying the variability of generated ideas.

2. We develop a multi-agent, retrieval-based judging framework to efficiently evaluate conver-
gent creativity in a scalable and generalizable manner across different domains.

3. We release a new creativity benchmark built on the MacGyver dataset, offering an automated
pipeline to evaluate the creative potential of LLMs in physical reasoning tasks and analyze
the impact of key LLM properties of temperature, model size, and recency on creativity.

2 RELATED WORK

Creativity Evaluation Frameworks. Previous work has adapted human creativity tests, such as the
Torrance Tests of Creative Thinking [56], the Consensual Assessment Technique, the Alternate Uses
Task (AUT), and the Divergent Association Task (DAT), to evaluate LLMs [63; 6} 505 2]]. However,
these frameworks often fall short for LLMs, as their responses, though fluent, may be irrelevant or
logically flawed [63]], necessitating tailored evaluation methods.

Benchmarks for assessing LLM creativity in domains like mathematical reasoning, hardware design,
and metaphor generation have also emerged [60; [12; 405 [15]]. Lu et al. [31] introduced denial
prompting to evaluate creativity in CodeForces problems. While promising, these methods are
domain-specific, lack generalizability, and rely on subjective metrics like novelty and fluency, which
are challenging to quantify across LLMs’ evolving capabilities [41].

The MacGyver dataset [54] presents unconventional, open-ended problems involving physical rea-
soning designed to elicit both divergent and convergent creativity in LLMs, but lacks an automatic
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evaluation framework. This paper addresses this limitation by proposing holistic methods for creativ-
ity evaluation using this dataset.

Divergent Creativity Evaluation. Methods like Semantic Cosine Similarity, Divergent Semantic
Integration, and Lempel-Ziv Complexity have been used to measure divergent creativity [375 [8; 51}
425 2]]. However, they, and other divergent creativity metrics [315 [12]], often require comparison
with existing human reference solutions to evaluate response novelty, and could fail to capture
nuanced aspects of creative solutions. Thus, they are inadequate for evaluating LLMs in complex
problem-solving tasks, especially in new contexts lacking thorough reference solution sets.

Hallucinations, representing deviations from expected or factual outputs [19], provide a potential
proxy for divergent creativity. Current hallucination detection methods often use uncertainty as an
indicator [9;162;49]. Semantic Entropy (SE), a metric for measuring uncertainty across semantic
classes, has proven effective for detecting factual hallucinations [[14]. We posit that SE can similarly
represent the divergent creativity of LLLMs in problem-solving tasks.

Convergent Creativity Evaluation. Previous methods based on the Remote Associates Test (RAT)
[38], is unsuitable for assessing LLM outputs as they were originally designed for humans. Emerging
automated “LLM-as-a-judge” frameworks [43}|13;27]], ranging from from one-shot evaluation [[65]]
to multi-agent debate [28]], hold potential but struggle with subjective and nuanced assessments [33],
as LLMs often lack logical consistency and misintepret complex instructions [32].

Chan et al. [7]] proposed the ChatEval framework, where multiple LLMs engage in collaborative
discussion to comprehensively evaluate solutions. While effective, this approach is computationally
inefficient. We introduce a modified retrieval-based framework to improve efficiency while maintain-
ing evaluative depth, making it scalable and feasible for large-scale evaluation in our benchmark.

3 DIVERGENT CREATIVITY

3.1 BACKGROUND ON SEMANTIC ENTROPY

Semantic Clustering. Following Farquhar et al. [14]], Step generations (s;...s,,) are clustered using
bi-directional entailment, where a greedy algorithm assigns each generation to an existing class C, if
it is semantically similar with any member of the class, or creates a new class otherwise.

Semantic Entropy. Given a query z, the overall probability, P(s|x), of a sample step generation
s, comprising tokens (t1, ..., ;) is calculated as the product of the conditional token probabilities in
the sequence. In the interest of computational efficiency, the log-probability log P(s|x) is calculated.
The probability of a semantic class ¢, P(c|z), is the sum of all generated samples s belonging to the
class:

log P(s|z) = g log P(t;|t<i,z) P(cz) = g P(s|z) (1
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Figure 1: Illustration of Semantic Entropy: LLM-generated steps are clustered by similarity, with
entropy computed over cluster probabilities. Naive entropy (middle) uses raw probabilities, while
Semantic Entropy (right) clusters by meaning for a more reliable measure.
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We calculate semantic entropy for the entire step for each step in the generated solutions as the
entropy over the class probability distribution, where C' is the set of classes:

IC|
H(z) = =) P(Cilx)log P(Ci|x) ©)

=1
3.2 AUTOMATED DIVERGENT CREATIVITY EVALUATION WITH SEMANTIC ENTROPY

Hallucination-like processes in humans reflect associative thinking, a key aspect of creativity. [20;
44;145]]. These processes can mimic divergent thinking, which involves generating multiple, varied,
or innovative solutions to a problem [18]. We hypothesize that generation uncertainty—a hallmark of
LLMs’ ability to produce novel ideas—correlates with divergent thinking.

To quantify this, we turn to Semantic Entropy [14]], a sampling-based, uncertainty estimation method
which provides an automated measure of the variability in the semantic meaning of model outputs,
extending naive entropy that captures variability of the individual words. We argue that true divergent
creativity requires outputs that differ in substance, rather than surface-level phrasing. By effectively
measuring the breadth of a model’s exploration of the solution space, Semantic Entropy is a robust,
automated metric for assessing divergent thinking in LLMs.

Implementation. For each MacGyver dataset problem, we compute Semantic Entropy by (1)
sampling n = 10 variations of for a single step (s1, $2...S,) of a solution to the problem (Fig.1), in
response to a query x containing instructions, the problem and current partial solution. Next, we (2)
cluster them into semantic classes (C...C), (3) and use the probability distribution across classes to
compute semantic entropy. The highest-probability sample is selected as the next step and appended
to the current partial solution which fed into the LLM for the subsequent step. This iterative process
repeats until the majority of samples indicate completion ("STOP"), resulting in a full solution.

Entailment Model. We use the DeBERTa NLI model to cluster gen-

erated samples into semantic classes by assessing semantic equiva- Model Accuracy
lence. To validate its performance, we manually annotated 50 output 1 BERT: NLI 90.9%
pairs and benchmarked DeBERTa NLI against GPT-4o (zero-shot) in  gpt.4, 72.7%
determining entailment. DeBERTa’s accuracy and efficiency makes

it ideal for clustering (Table 1). Table 1: Entailment models.

4 CONVERGENT CREATIVITY

Metrics. To evaluate solutions to physical reasoning problems in the MacGyver dataset (see Experi-
mental Setup), we use three key metrics: feasibility, safety, and effectiveness.

* Feasibility measures whether a solution is practical and can be realistically implemented.

* Safety assesses the potential for harm or risks associated with the solution, ensuring that it
adheres to ethical and practical guidelines.

 Effectiveness evaluates how well the solution achieves the desired outcome, focusing on
efficiency and accuracy.

Current challenges. Traditional multi-agent frameworks involve multiple LLMs collaboratively
evaluating solutions across these metrics with distinct perspectives, fostering nuanced, context-
aware assessments. However, this approach is resource-intensive for large-scale use such as in our
300-problem benchmark, consuming extensive tokens and limiting scalability.

4.1 AUTOMATED CONVERGENT CREATIVITY EVALUATION WITH RETRIEVAL-BASED
DISCUSSION

Retrieval-based Framework. We propose a retrieval-based multi-agent judging framework that
enhances resource efficiency while maintaining evaluative depth. By utilizing retrieval techniques,
agents focus on relevant prior discussions, reducing redundant evaluations. An early stopping
mechanism halts deliberations upon consensus, cutting token usage by approximately 60% compared
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Figure 2: Illustration of retrieval-based framework, which evaluates the safety, feasibility and
effectiveness of complete solutions to problems in the MacGyver dataset.
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to traditional methods. This approach enables scalable, nuanced, and context-aware evaluations
across extensive datasets without compromising assessment quality.

Implementation. The framework organises structured discussions among three LLM agents, each
with distinct roles: the Problem Analyst (PA) explores problem properties, the Solution Analyst
(SA) assesses solutions, and the Criterion Analyst (CA) refines criteria definitions. The process
involves four phases: Initialisation, Discussion, Confidence scoring, and Verdict.

Fragments. Each agent generates insights as structured information pieces called fragments, F;.
Fragments are stored in a database D with their embeddings £(F;) . Agents retrieve the n most
relevant fragments using a query @, based on cosine similarity (Sim) between £(Q) and E(F;):

GET(Q, n) = Top-n(Sim(£(Q), E(F;))), where F; € D 3)

Initialisation. Analysts (J, for a € {PA,SA,CA}) generate initial insights about problem P,
solution S, and criteria C = (C1,Cs,C3) with definitions. Background information (P, S, C;) is
denoted as B. Parameters k, j, and [ define the number of fragments retrieved for discussion, scoring,
and verdict phases, respectively.

Discussion. The analysts engage in structured dialogue, iteratively extracting and expanding relevant
fragments using role-specific queries (),. They provide (1) answers to other analysts’ questions
(Qothers.a)s Ba "™, (2) general opinions RSP and (3) new questions for other analysts q™¥. The
responses and opinions are added to the database.

(Rgueslion57 Rgpinion’ qgew) = Ja (qothers,a, GET(Qa 2 QOthers,aa k), B) (4)

Confidence scoring. At the end of each round r, analysts assign confidence scores Ct(f) reflecting

their certainty of their judgements. If the mean score 6(T) exceeds a threshold 7', the discussion ends;
else, it continues (up to two rounds):

C{") = J,(GET(Q,. ), B) )

Verdict. The analyst with the highest confidence synthesizes the discussion and delivers a binary
verdict on whether the solution fulfils criterion C;, using relevant fragments GET(Qax, {). This
process repeats for all criteria in C.

5 EXPERIMENTAL SETUP

Ground-Truth Evaluation. We evaluated the LLM-as-a-Judge framework by comparing its assess-
ments of 50 human-annotated solutions from various models against a "golden truth" determined
through majority voting by five annotators. Accuracy was measured using the Area Under the
Accuracy-Rejection Curve (AUARC), which emphasizes correctly rejecting false positives. This
metric was chosen due to the subjective nature of evaluations, as reflected by the low inter-annotator
agreement (Cohen’s Kappa = 0.230 among five annotators).
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Benchmark. We combined semantic entropy with
a retrieval-based discussion framework to evaluate
the divergent and convergent creativity of LLMs on
the MacGyver dataset. Each model was tested on
300 randomized, solvable problems (Figure 3), gen-
erating step-by-step solutions. Divergent creativity
was measured using semantic entropy, while conver-
gent creativity was assessed on 100 randomly sam-
pled problem-solution pairs using our retrieval-based
multi-agent judge.

All experiments were conducted using 4 NVIDIA
A100 GPUgs, supplemented by API credits for large
models like GPT-40 and LLaMA 3.1-405B. Tempera-
ture settings were also varied for GPT-40 and LLaMA
3.1-8B.

6 RESULTS AND DISCUSSION

6.1 DIVERGENT CREATIVITY
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Figure 3: Macgyver dataset overview.
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Figure 4: Semantic entropy’s relationship with response and model parameters.

Semantic entropy can serve as a nuanced proxy for divergent creativity. Semantic en-
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Figure 5: Analysis of semantic entropy against model size and recency.

divergent creativity [2]. However, Fig. 1b also reveals a plateau in semantic entropy at higher
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temperatures, implying that other factors beyond temperature limit divergent creativity, as exemplified
by temperature's limited impact on narrative novelty [42].

The advancement and size of LLMs does not correlate with divergent creativity. Semantic
entropy for Vicuna showed no correlation with parameter count (Fig. 5b), likely due to training
prioritising convergent solutions [61]], potentially limiting divergent output in larger models. Similarly,
model recency had little effect on semantic entropy (Fig. 5a), suggesting a distinct developmental
path for divergent creativity compared to general problem-solving, logic, and reasoning capabilities.
Ruan et al. [47] also observed the generation of comparable creative ideas in scientific contexts
between less advanced and state-of-the-art models.

6.2 CONVERGENT CREATIVITY

The retrieval-based discussion framework can consis-

) e " Framework Accuracy AUARC

tently determine the convergent creativity of LLLMs in -
complex physical reasoning tasks. Our retrieval-based g?lse‘flsgl(fts 64.7%  0.693
framework achieves an accuracy comparable to individual — CqoT 673%  0.697
human annotations and significantly outperforms other =~ Few-shot 653%  0.720
LLM-based frameworks (Table 2). This demonstrates its ~ Few-shot w/CoT =~ 66.0%  0.725
capacity for robust human-level evaluation, underscoring Discussion 76.7% -
the limitations of single-agent evaluations in the evaluation ~ Our framework
of complex tasks that require subjective assessment, con- 8PT—4o-m1n1 35.3%  0.635

. . . : PT-40 84.7%  0.907
sistent with previous findings [7]. It only used an average
of 24K tokens to evaluate a problem, a substantial im- IAI“m‘t“: ! 82 79
provement from the 80K used in a traditional discussion Agggtgtgb 8 4:7% )
framework. Annotator3 81.3% -
LLMs perform significantly better on safety than feasi- ﬁgggggig g?%ﬁ )

bility and effectiveness. Across LLMs, safety scores gen-
erally outweigh feasibility and effectiveness scores (Table
3), indicating that safety is often prioritised in problem-
solving. This likely stems from training data emphasising
safety over feasibility, particularly in sensitive domains
such as healthcare and engineering. LLMs have exhibited tendencies to generate infeasible actions
due to limitations in causal reasoning [55;159]], which is critical to achieve viable solutions. Thus,
they may lack the nuanced understanding necessary to ensure feasibility.

Table 2: Performance of Different Evaluation
Frameworks, compared to human annotators.
GPT-40 was used as the LLM judge, unless
otherwise specified.

Larger and more recent LLMs generally perform better in convergent creativity. Larger and
more recent models like GPT-40 and Llama 3.1 70B outperform GPT-3.5 and Llama 3.1 8B in
convergent creativity (Fig. 6a & 6b), consistent with prior work showing GPT-40's superiority in
code generation [31]] and reasoning [36]], and Llama 70B's edge in instruction-following [21]]. This
is attributed to LLM scaling laws and advanced training methods, such as instruction tuning and
training dataset diversification [64].

GPT
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Figure 6: Investigating the effect of model properties on convergent creativity.
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Figure 7: Semantic Entropy compared to different convergent creativity metrics.

The relationship between Semantic Entropy and Convergent Creativity varies, based on the
LLM evaluated. Figure 7 indicates a potential trade-off between convergent and divergent creativity
in GPT-40, consistent with prior research [31}8]. This observation implies that its exploration of
broader semantic spaces, while fostering divergence, may dilute its focus on convergent tasks by
distracting it from crucial information for convergent tasks. Conversely, Llama 8B demonstrates
stable, albeit lower, convergent scores, possibly attributable to its size facilitating a better balance
or architectural differences. This disparity underscores the complex interplay of model parameters
in shaping the convergent-divergent creativity spectrum, necessitating further research into these

relationships.
Table 3: Performance of various LLMs on our benchmark.

Model Divergent Creativity Convergent Creativity
Semantic Entropy  Feasibility Safety Effectiveness Overall

Vicuna 7B 2.19 0.12 0.35 0.00 0.157
Vicuna 13B 1.96 0.24 0.45 0.00 0.230
Vicuna 33B 2.17 0.26 0.50 0.01 0.257
Llama 3 70B Instruct 2.10 0.35 0.65 0.02 0.340
Llama 3.1 8B Instruct 2.13 0.24 0.53 0.02 0.263
Llama 3.1 70B Nemotron Instruct 2.19 0.50 0.76 0.10 0.453
Llama 3.1 405B Instruct 2.08 0.66 0.76 0.13 0.517
Llama 3.3 70B Instruct 2.10 0.45 0.66 0.04 0.383
GPT 3.5 Turbo 2.02 0.58 0.72 0.03 0.443
GPT 40 mini 2.05 0.64 0.76 0.11 0.503
GPT 4o 2.08 0.75 0.87 0.24 0.620

Apart from the findings above, we also analysed the effect of: (1) temperature on convergent creativity,
(2) sample size on semantic entropy, (3) effect of step number on semantic entropy and (4) varying
confidence thresholds on our framework’s accuracy. The detailed analyses are in the appendix.

7 CONCLUSION

Key findings and Broader Impact. We present a framework for automated creativity evaluation
in LLMs using semantic entropy to measure divergent creativity and a retrieval-based multi-agent
discussion system for convergent creativity assessment. Our MacGyver benchmark of 300 physical
reasoning problems enables testing both creativity types. Key findings show that semantic entropy
effectively quantifies idea diversity, while model size correlates with convergent but not divergent
creativity, while the multi-agent framework achieves human-level accuracy with 60% lower com-
putational costs. By automating creativity assessment, this work accelerates LLM development for
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scientific discovery and practical problem-solving, offering a reproducible foundation for advancing
AT’s role in innovation.

Limitations. While the proposed framework effectively automates creativity evaluation, several
limitations remain. Solution feasibility assessment relies on knowledge retrieval rather than real-world
validation, as LLMs lack physical interaction capabilities and cannot directly test or refine solutions.
This may bias against novel yet unconventional solutions that deviate from known patterns, even if
theoretically viable. Secondly, creativity benchmarking is constrained by domain specificity, as the
MacGyver dataset focuses on physical reasoning, limiting generalizability to other domains such as
linguistic or artistic creativity. Finally, semantic entropy-based evaluation remains computationally
expensive, as it requires generating and clustering multiple samples per problem, making it less
scalable for large-scale benchmarks.

Future Work. Our findings indicate little correlation between divergent and convergent creativity,
and larger models do not necessarily exhibit greater divergent creativity, suggesting these traits arise
from distinct mechanisms. This raises questions about whether training strategies or fine-tuning
objectives can enhance both creativity modes or if an inherent trade-off exists. Additionally, as
LLMs are increasingly fine-tuned for task-specific applications, it remains unclear whether this
process enhances or constrains creativity by reinforcing patterns at the expense of novel exploration.
A systematic evaluation of fine-tuning effects on creativity is needed to determine whether task
optimization suppresses divergent thinking and how alternative training approaches might address
this.
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A APPENDIX

B MODEL SELECTION

Our framework encompasses models of varying sizes, ages, and families. The open-source models
comprise 5 Llama models (Llama-3.1-8B-Instruct, Llama-3.l-Nemotron-70B-
Instruct-HF, Llama-3.1-405B-Instruct, Llama-3-70B-Instruct,
Llama-3.3-70B-Instruct) [16; 58] and 3 models from the Vicuna family
(vicuna-7b-v1.5, vicuna-13b-v1.5, vicuna-33b-v1.3) [10; 65]. In addi-
tion, we also evaluate OpenAl's gpt-40, gpt-3.5-turbo and gpt-4o-mini closed-source
models [4;139]. The open-source models were obtained using Hugging Face.

C CODE AVAILABILITY

Our code is available at the URL: https://github.com/stonkmem/MacGyverSemanticProbing

D SEMANTIC ENTROPY

In practice, not all possible responses from all possible semantic classes can be sampled from the
LLM to compute semantic entropy. Therefore, we follow Farquhar et al. (2024) and estimate the
semantic entropy using a Rao-Blackwellized Monte Carlo integration over the semantic classes C"

H(z) =~ — Y1 P(Cilz) log P(Ci|x)

Where P(C;|z) = %. This normalises the semantic class probabilities by taking the semantic
classes as a categoricacl distribution.

To account for disparities in output sequence length, which inherently affect the combined likelihood,
we employ length normalization during the computation of log-probabilities for generated sequences.
This procedure addresses the principle of conditional independence in token probability distributions
[34], wherein the probability of a sequence diminishes exponentially with its length. Consequently,
without normalization, the negative log-probability increases linearly with sequence length, leading
to a bias where longer sequences disproportionately contribute to the measured entropy. Therefore,
we calculate the joint log-probability of a sequence as the arithmetic mean of the sequence instead of
the sum:

log P(s|z) = & S log P(t|t<i, @)

E SAMPLING SOLUTIONS FROM LLMS

When sampling generations, we set a default temperature of 1.0 (unless stated otherwise), with
nucleus sampling (top_p = 0.9).

F SEMANTIC CLUSTERING ENTAILMENT MODEL

We use tasksource/deberta-base-long-nli as our DeBERTa model to cluster samples
into semantic classes. The details for the greedy entailment algorithm are as follows:

For each sample s,, we obtain the bidirectional entailment between it and a sample from an existing
semantic class C}, ; if entailment is found, s, is appended to the class; if its semantic meaning differs
from those of all existing classes, it forms its own class. Iterating through all samples s;...s,,, we
obtain the set of semantic classes wherein the samples are fully clustered.

In other words, if two outputs s, and s; mutually entail one another, they are considered part of the
same semantic class. For each sample s,, we obtain the bidirectional entailment between it and a
sample from an existing semantic class CY, ; if entailment is found, s, is appended to the class; if its
semantic meaning differs from those of all existing classes, it forms its own class.
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G RETRIEVAL-BASED LLM DiSCUSSION FRAMEWORK

We use dunzhang/stella_en_1.5B_v5 as our embedding model for the retrieval-basd eval-
uation framework, and use a ChromaDB database to store the fragment embeddings. We set
j =4,k = 5,1 = 8 with confidence threshold 7" = 0.5.

H CoMPUTE COSTS FOR LLLM DI1SCUSSION FRAMEWORKS

Token type Mean token consumption Standard Deviation
ChatEval

Input 66944 4622.4

Output 8634 489.1

Ours

Input 23758 2605.4

Output 3796 148.0

Table 4: The averages and standard deviations of the token consumption of the baseline ChatEval discussion
framework, compared to our retrieval-based discussion framework, to evaluate one problem-solution pair. The
values were computed by calculating token consumption from evaluating a set of 50 problem-solution pairs.

As demonstrated in table 4, our retrieval-based discussion framework can consistently perform
evaluations at a fraction of the token consumption of ChatEval (a more traditional one-by-one
framework), with the most significant reduction occuring in input token quantity.

I EVALUATION OF LLM-AS-A-JUDGE FRAMEWORKS

To gauge performance of the tested LLM-as-a-judge frameworks, 5 students were given 50 randomly
sampled problems from the problem set and their corresponding solutions from either Vicuna 33B,
Llama 3.1 8B Instruct or GPT-40, and asked to give binary verdicts on each problem-solution pair
for the criteria of feasibility, safety and effectiveness. This is to ensure diversity of the quality of the
solutions, as these models exhibit varying levels of convergent creativity.

The kappa coefficients between each pair of annotators for each metric are presented below:

Annotator 1 2 3 4 5
1 NA 0.113 0.221 0.244 0.118
2 0.113 NA 0.194 0.209 0.302
3 0.221 0.1949 NA 0311 0244
4 0.244 0.209 0.311 NA 0.346
5 0.118 0302 0.244 0346 NA

Table 5: Average Pairwise Cohen’s Kappa for Annotator Agreement

The proportions of binary verdicts in the golden ground truth are as follows:

Feasibility Safety Effectiveness
0.52 0.90 0.22

Table 6: Proportions of positive verdicts for each metric in the ’golden truth’.

J  EFFECT OF TEMPERATURE ON CONVERGENT CREATIVITY

Temperature has little impact on convergent creativity in LLMs. Figure 8 reveals no discernible
correlation between temperature and convergent creativity in LLMs. This suggests that convergent
creativity, based on structured reasoning and problem solving, is not directly influenced by tempera-
ture, a finding supported by Peeperkorn et al. [42] who observed no significant correlation between
temperature and cohesion.
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Figure 8: The effect of temperature on convergent creativity.

K EFFECT OF SAMPLE SIZE ON SEMANTIC ENTROPY
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Figure 9: Distribution of steps w.r.t. number of semantic classes generated while sampling that step.

In order to analyse the effect of the quantity of samples generated by the LLM (referring to the single
steps we prompt it to generate in the benchmark) per step, we doubled the sample size (n=20) and ran
the benchmark on GPT-40 at temperature 0.7 and 1.

From Fig. 9, it can be observed that the quantity of steps at different semantic class quantities within
the step increases with higher semantic class quantity, up until the largest quantities of potential
semantic classes, where the quantity decreases instead. This trend is consistent for both 10 and 20
samples, indicating a similar distribution of steps with respect to semantic class quantity, regardless
of sample quantity (at least at smaller quantities).

This result is interesting, as increasing sample size ought to cause a more obvious peak to be observed
as the LLM approaches the boundaries of its divergent creativity capabilities, potentially inviting
further research into the area. Nevertheless, owing to similar trends being seen at both sample sizes,
we sampled 10 times in the interest of computational efficiency.

L EFFECT OF STEP NUMBER ON SEMANTIC ENTROPY

Based on Fig. 10, there appears to be no strong correlation between the step number of the solution
(i.e. if it is the first or last step) and its semantic entropy. Therefore, we can discount the varying
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Figure 10: Average semantic entropy for different steps of solutions.

number of steps in different solutions to problems as a variable which significantly influences semantic
entropy and our measurement of divergent creativity.

M ANALYSIS OF CONFIDENCE THRESHOLD FOR RETRIEVAL-BASED
DISCUSSION FRAMEWORK

06 o9

o5
Early exit thresholds.

Figure 11: Performance of our discussion framework at different confidence thresholds for early exit.

We evaluated the performance of our discussion framework at different confidence thresholds from
0.3 to 0.9, with intervals of 0.1 (Fig. 11), and found that a threshold of 0.5 demonstrated the
highest performance. This could stem from 0.5 being a natural threshold at which humans (and
LLMs) determine binary verdicts with, such as the early exit flag. Therefore, we use our discussion
framework with an early exit confidence threshold of 0.5 in our experiments.

N PROMPTS FOR RETRIEVAL-BASED DISCUSSION FRAMEWORK

In this section, italicised text in the prompts refers to variables.
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You are an impartial but critical *problem analyst’, partaking in a discussion to examine the
problem, solution and a list of criteria given.

Here is the problem: problem

Here is the proposed solution: solution

Here is the list of criteria and their definitions: criterialist

Your task is to:

- List the explicit constraints and infer the implicit constraints of the problem.

- Deduce resonable desired outcomes from resolving the problem.

- Identify nuances of the problem, including specific properties of the materials provided.
- Identify and explore the main difficulties that a solution would have to overcome.

**Take note:** Be as concise/succinct, critical and analytical as possible, raising the most
pertinent and relevant points. Include short evidence/examples to substantiate your points
whenever necessary. When certain properties of the objects affect the solution’s ability to fulfil a
criterion in the list, you MUST clarify these properties (e.g. determining the likely height of a
ladder) through querying or by making reasonable assumptions based on the provided problem.
Do NOT raise repetitive points. Limit your response to a MAXIMUM of 300 words.

In your response, present each new idea as a new point. Begin each new point with
the header [[POINT]]. For example, [ [POINT]] Explicit constraints: <list
explicit constraints>...

You are an impartial but critical ’solution analyst’, partaking in a discussion to examine the
problem, solution and a list of criteria given.

Here is the problem: problem

Here is the proposed solution: solution

Here is the list of criteria and their definitions: criterialist

Your task is to:

- Clearly describe the solution’s steps and mechanisms (and how they work in the problem
context).

- Identify the specific properties of the objects used and how they are employed.

- Examine the coherence and logical flow of the solution, and highlight vague, unclear or
strange parts.

- Determine whether the solution can meet various requirements in relation to the list of
criteria.

**Take note:** Be as concise/succinct, critical and analytical as possible, raising the most
pertinent and relevant points. Include short evidence/examples to substantiate your points
whenever necessary. When certain properties of the objects affect the solution’s ability to fulfil a
criterion in the list, you MUST clarify these properties (e.g. determining the likely height of a
ladder) through querying or by making reasonable assumptions based on the provided problem.
Do NOT raise repetitive points. Limit your response to a MAXIMUM of 300 words.

In your response, present each new idea as a new point. Begin each new point with the
header [[POINT]]. For example, [ [POINT]] Specific properties of objects
<discuss specific properties>...
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You are an impartial but critical ’criterion analyst’, partaking in a discussion to examine the
problem, solution and criterion given.

Here is the problem: problem

Here is the proposed solution: solution

The criterion is criterion, defined as: de finition

Your task is to:

- Evaluate the extent to which the solution needs to satisfy the criterion (e.g. fully, mostly,
partially etc.) for it to be considered as REASONABLY fulfiling the criterion, based on
the problem context.

- Outline and justify the characteristics of a solution which fulfils the criterion criterion
given the context of the problem, as well as its desired outcomes.

- Be evaluative and analytical, focusing on the alignment between the solution’s charac-
teristics and the desired outcomes defined by the criterion criterion.

- Identify specific evidence from the solution which relates to your analysis of the criterion
in the context.

**Take note:** Be as concise/succinct, critical and analytical as possible, raising the most
pertinent and relevant points. Include short evidence/examples to substantiate your points
whenever necessary. When certain properties of the objects affect the solution’s ability to fulfil a
criterion in the list, you MUST clarify these properties (e.g. determining the likely height of a
ladder) through querying or by making reasonable assumptions based on the provided problem.
Do NOT raise repetitive points. Limit your response to a MAXIMUM of 300 words.

In your response, present each new idea as a new point. Begin each new point with the header
[[POINTT]]. For example, [ [POINT]] Extent: <elaboration>
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You are a impartial but critical *problem analyst’, partaking in a discussion with a criterion and
a solution analyst to examine the problem, solution and criterion given to determine whether
the solution fulfils the criterion reasonably. Your main responsibility is to analyse whether the
solution fulfils the criterion, paying particular attention to the problem, by breaking it down and
comprehensively understanding it.

Here is the problem: problem

Here is the proposed solution: solution

Here is the criterion we are evaluating: criterion Definition: de finition

**Take note:** Be as consise, critical and analytical as possible.

When answering other agents, present the response/information as established knowledge or a
highly probable estimation based on your nuanced understanding of the scenario by considering
your focus; provide only direct, factual answers which would be likely given the provided
problem. Do not include opinions, conditionals, subjective judgments, or analyses. If details are
missing, fill them in with reasonable assumptions.

Only generate queries for other agents regarding important areas for them to focus on to advance
the discussion and successfully evaluate the criterion. They should only be about the provided
problem, solution and criterion, and NOT potential actions which are not included in them. Do
not adapt/suggest changes to the provided details.

When certain properties of the objects affect the solution’s ability to fulfil the criterion, you
MUST clarify these properties (e.g. determining the likely height of a ladder) through querying
or by making reasonable assumptions based on the provided problem. STRICTLY limit your
response to mazwords words maximum. Do NOT raise repetitive points.

**Response Format:**

1. **Clearly answering all questions/uncertainties from other agents in the discus-
sion history, IF ANY: (format STRICTLY in this way: To <analyst name>’s
question about <topic>: <answer>...)**

2. **General thoughts/opinion on whether the solution fulfils the criterion criterion (suc-
cinctly) w.r.t. your main responsibility, with reference to the criterion definition: **

3. **Queries for other agents: (format in this way: To <analyst name>:
<query>...)¥*

Begin each part of your response with [[label of part]]. E.g. [ [Answering questions
from other agents]]: <part of response>
Relevant discussion is below: relevantdiscussion
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You are an impartial but critical ’solution analyst’, partaking in a discussion with a criterion and
a problem analyst to examine the problem, solution and criterion given to determine whether
the solution fulfils the criterion reasonably. Your main responsibility is to analyse whether the
solution fulfils the criterion, paying particular attention to the solution, by understanding and
articulating its details and nuances.

Here is the problem: problem

Here is the proposed solution: solution

Here is the criterion we are evaluating: criterion Definition: de finition

**Take note:** Be as consise, critical and analytical as possible.

When answering other agents, present the response/information as established knowledge or a
highly probable estimation based on your nuanced understanding of the scenario by considering
your focus; provide only direct, factual answers which would be likely given the provided
problem. Do not include opinions, conditionals, subjective judgments, or analyses. If details are
missing, fill them in with reasonable assumptions.

Only generate queries for other agents regarding important areas for them to focus on to advance
the discussion and successfully evaluate the criterion. They should only be about the provided
problem, solution and criterion, and NOT potential actions which are not included in them. Do
not adapt/suggest changes to the provided details.

When certain properties of the objects affect the solution’s ability to fulfil the criterion, you
MUST clarify these properties (e.g. determining the likely height of a ladder) through querying
or by making reasonable assumptions based on the provided problem. STRICTLY limit your
response to mazwords words maximum. Do NOT raise repetitive points.

**Response Format:**

1. **Clearly answering all questions/uncertainties from other agents in the discus-
sion history, IF ANY: (format STRICTLY in this way: To <analyst name>’s
question about <topic>: <answer>...)**

2. **General thoughts/opinion on whether the solution fulfils the criterion criterion (suc-
cinctly) w.r.t. your main responsibility, with reference to the criterion definition: **

3. **Queries for other agents: (format in this way: To <analyst name>:
<query>...)¥*

Begin each part of your response with [[label of part]]. E.g. [ [Answering questions
from other agents]]: <part of response>
Relevant discussion is below: relevantdiscussion
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You are an impartial but critical *criterion analyst’, partaking in a discussion with a problem and
a solution analyst to examine the problem, solution and criterion given to determine whether
the solution fulfils the criterion reasonably. Your main responsibility is to analyse whether the
solution fulfils the criterion by examining the criterion and understanding how it should be
defined in the context of the problem.

Here is the problem: problem

Here is the proposed solution: solution

Here is the criterion we are evaluating: criterion Definition: de finition

**Take note:** Be as consise, critical and analytical as possible.

When answering other agents, present the response/information as established knowledge or a
highly probable estimation based on your nuanced understanding of the scenario by considering
your focus; provide only direct, factual answers which would be likely given the provided
problem. Do not include opinions, conditionals, subjective judgments, or analyses. If details are
missing, fill them in with reasonable assumptions.

Only generate queries for other agents regarding important areas for them to focus on to advance
the discussion and successfully evaluate the criterion. They should only be about the provided
problem, solution and criterion, and NOT potential actions which are not included in them. Do
not adapt/suggest changes to the provided details.

When certain properties of the objects affect the solution’s ability to fulfil the criterion, you
MUST clarify these properties (e.g. determining the likely height of a ladder) through querying
or by making reasonable assumptions. STRICTLY limit your response to maxwords words
maximum. Do NOT raise repetitive points.

**Response Format:**

1. **Clearly answering all questions/uncertainties from other agents in the discus-
sion history, IF ANY: (format STRICTLY in this way: To <analyst name>’s
question about <topic>: <answer>...)**

2. **General thoughts/opinion on whether the solution fulfils the criterion criterion (suc-
cinctly) w.r.t. your main responsibility, with reference to the criterion definition: **

3. *¥*Queries for other agents: (format in this way: To <analyst name>:
<query>...)**

Begin each part of your response with [[label of part]]. E.g. [ [Answering questions
from other agents]]: <part of response>
Relevant discussion is below: relevantdiscussion

You are the impartial but critical role in the discussion provided, role focus.

Problem: problem

Solution: solution

Criterion: criterion Definition: de finition

Discussion points: discussion

Given the problem, solution, criterion definition, and the discussion points above, to what extent
are you certain that you can reach an accurate and correct conclusion ONLY regarding whether
the solution fulfils the specific criterion of criterion?

Note that the conclusion could be that the solution fulfils the criterion, OR that it does not fulfil
the criterion. Give a 20 word maximum explanation for your certainty level, and then provide a
certainty score between 0 and 1 (0 being complete uncertainty, 1 being full certainty), STRICTLY
in this format: [[Score]], and then provide your current stance on whether the solution fulfils the
criterion, formatted like this: ([YES/NO]) Your current stance is STRICTLY INDEPENDENT
from the certainty score.

For example: <explanation for moderate confidence in the accuracy
of the conclusion that the solution does not fulfil the
criterion> Thus, [[0.6]]. ([NO]) STRICTLY provide your certainty score to 1
decimal place (e.g. 1.0 or 0.1). Be analytical.
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You are the role in the discussion provided, with the relevant focuses, role focus. Act as an
impartial but critical judge. Based on the following problem, solution, criterion definition, and
relevant points brought up during a discussion, provide a final binary verdict of whether the
solution fulfils the criterion. Heavily consider the specific phrasing of the criterion definition.
Problem: problem

Solution: solution

Criterion: criterion Definition: de finition

Discussion: discussion

Provide your verdict in the format: [[YES]] or [[NO]], accompanied with a 1-sentence explanation
justifying it. Be strict but fair in your judgement.

O PROMPTS FOR BASELINE EVALUATION FRAMEWORKS

SYSTEM: You will be provided with a user’s problem and an assistant’s solution.

Please act as a critical judge and evaluate the quality of the solution.

Note the following definitions: - de finition

Provide your judgement of whether the solution fulfils the criterion of criterion STRICTLY
as follows: [[criterionful filled/criterionnot ful filled]] (or otherwise for other criteria) -
Provide the probability that the solution is feasible (from 0 to 1) to 1 decimal place, STRICTLY
in this format: ([probability]). E.g. ([0.5]) Do not write any text before or after this response.
USER: [The Start of User’s Problem]

problem

[The End of User’s Problem]

[The Start of Assistant’s Answer]

answer

[The End of Assistant’s Answer]

Determine the criterion of the answer.

SYSTEM: You will be provided with a user’s problem and an assistant’s solution.
Please act as an impartial but critical judge and evaluate the quality of the solution.
Note the following definitions: - de finition

Provide a 20 word summary/explanation justifying your judgment.

After this, provide your final judgment as follows:

- If the solution if criterionnot ful filled, answer [[criterionnot ful filled]].

- If the solution is criterion ful filled, answer [[criterion ful filled]].

- Provide the probability that the solution is feasible (from O to 1) to 1 decimal place, in this
format: ([probability]). E.g, Probability: ([0.5]).

Be strict but fair in your assessment.

USER: [The Start of User’s Problem]

problem

[The End of User’s Problem]

[The Start of Assistant’s Answer]

answer

[The End of Assistant’s Answer]

Determine the criterion of the answer.
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Fewshot + Chain-of-Thought Prompt
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SYSTEM: You will be provided with a user’s problem and an assistant’s solution.

Please act as a critical judge and evaluate the quality of the solution.

Note the following definitions: - de finition

After this, provide your final judgement of whether the solution fulfils the criterion of feasibility
STRICTLY as follows:

[[criterion ful filled/criterionnot ful filled]]

Provide the probability that the solution is feasible (from O to 1) to 1 decimal place, in this format:
([probability]). E.g, Probability: ([0.5]).

Do not provide any text before or after your judgement.

Example conversation:

[The Start of User’s Problem]
exampleproblem

[The End of User’s Problem]

[The Start of Assistant’s Answer]
examplesolution

[The End of Assistant’s Answer]

[The Start of Your Judgement]
[[eriterionnot ful filled]] Probability: ([0.3]).
[The End of Your Judgement]

USER: [The Start of User’s Problem]
problem

[The End of User’s Problem]

[The Start of Assistant’s Answer]
answer

[The End of Assistant’s Answer]
Determine the criterion of the answer.

SYSTEM: You are a skilled expert, Debater number, studying solutions to a problem. As a
task, you will be provided with a problem, solution, and a criteria to judge it on. You are to
produce a 50 word argument for how the solution meets the criterion of criterion, with reference
to the definition of the criterion.

Assume that the items used are all of good quality, unless stated otherwise in the problem. If you
cannot generate a convincing, pertinent and logical argument, you may respond that "I cannot
produce any significant points which fulfill the specified requirements." Note the following
definitions: criterion: definition

earlierdiscussion

USER: [Problem]

problem

[The Start of Assistant’s Answer]

answer

[The End of Assistant’s Answer]
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You are a wise judge studying the solutions to a problem. As a task, you will be provided with a
transcript of a debate between two LLMs.

By only considering probable, pertinent and logical points from either side, while referencing the
definition of the criterion, conclude whether or not the solution to the problem fulfils the criterion
of criterion.

Be mindful of the constraints and specifics of the problem. Assume that the items used are all of
good quality unless stated otherwise in the problem.

Provide a summary (50 words maximum) justifying your judgement on why the solution does
or does not fulfil the criterion definition based on the arguments given, and then present your
verdict STRICTLY as follows: criterion: [[YES/NO]].

Then, provide the probability that the solution fulfils the criterion of criterion (from O to 1) to 1
decimal place, in this format: ([probability]). E.g, Probability: ([0.5]).

For example: (explanation). Therefore, [[ YES]]. Probability: ([0.9])

Recall the following definition: criterion: definition

transcriptofdebate

USER: [Problem]

problem

[The Start of Assistant’s Answer]
answer

[The End of Assistant’s Answer]
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