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In this appendix, we first discuss the limitations of our work001
and potential directions for future work (Sec. A). We then002
analyze the failure cases of two dense reconstruction-based003
baselines—SpatialPIN∗ [12] and ViewCrafter [18]—in al-004
locentric reasoning scenarios (Sec. B). We describe the im-005
plementation details of our APC framework (Sec. C) and006
provide details on the evaluation setups (Sec. D). Finally,007
we provide the text prompts used in each stage of our008
method (Sec. E).009

A. Limitations and Future Work010

Our APC framework empowers VLMs with perspective-011
aware spatial reasoning, but its use of multiple vision foun-012
dation models [7, 10, 16] introduces additional memory us-013
age compared with running the VLM alone. In our experi-014
ments, we ran inference on two NVIDIA RTX 3090 GPUs015
each with 24GB VRAM.016

While in this work we introduced a minimal yet effective017
form of 3D abstraction for perspective change in VLMs,018
exploring richer scene abstractions from images could offer019
an promising direction for future research—such as the use020
of 3D bounding boxes [1, 14, 17] and coarse, semantic 3D021
scene reconstructions [2, 3, 15].022

B. Analysis on Dense Reconstruction Baselines023

In this section, we further discuss the dense reconstruction-024
based baselines introduced in Sec. ??. In contrast to APC’s025
abstraction-based approach, another intuitive approach for026
perspective-aware spatial reasoning is to perform a dense027
3D reconstruction of the scene and then render a novel view028
from the target perspective. This new view can then be029
provided to the VLM instead of the visual prompt used030
in Sec. ??. We explore two such approaches that involve031
dense 3D reconstruction process: (1) a modified version of032
SpatialPIN [12], which directly lifts objects from the image033
into meshes and renders them from the target view, and (2)034
ViewCrafter [18], which synthesizes novel views by using035
an intermediate point cloud reconstruction. As the origi-036
nal SpatialPIN [12] does not include a rendering phase for037

novel target perspectives, we refer to our extended pipeline 038
as SpatialPIN∗. For the inference of SpatialPIN∗, we used 039
One-2-3-45 [8] in contrast to One-2-3-45++ [9] in the orig- 040
inal paper due to the limited access of the API. 041

Method SpatialPIN∗ [12] ViewCrafter [18] APC (Ours)

Time (s) 336.21 260.57 17.47

Table 1. Inference Time Comparison. Both dense
reconstruction-based baselines [12, 18] require over 14 times the
inference time of our APC to answer a single question.

While a dense reconstruction-based approach may appear 042
to be an obvious alternative to our abstraction-based frame- 043
work, our experiments show that constructing an accurate 044
and descriptive view of the target perspective is challeng- 045
ing and expensive. As illustrated in Fig. 1, the synthesized 046
novel views from both SpatialPIN∗ (row 1) and ViewCrafter 047
(row 2) are often excessively noisy and fail to preserve the 048
context of the input image. Consequently, providing these 049
reconstructed views to the VLM for spatial reasoning re- 050
sults in lower accuracy as previously shown in Tab. ??. In 051
addition, both methods incur notably longer inference times 052
due to the dense 3D reconstruction steps, as shown in Tab. 1. 053
In contrast, as in our APC, constructing an minimal abstrac- 054
tion of the scene with precise mappings between the original 055
objects and their abstractions not only yields more accurate 056
reasoning but also substantially reduces inference time. 057

C. Implementation Details 058

In this section, we provide the implementation details of our 059
APC framework in Sec. 3. As the backbone VLM, we used 060
Qwen2.5-VL-7B-Instruct1. 061

C.1. Scene Abstraction 062

Detection Refinement with VLM. While Ground- 063
ingDINO [10] excels in object detection, it often struggles 064

1https://huggingface.co/Qwen/Qwen2.5- VL- 7B-
Instruct
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when the input text prompt is complex. We add a simple065
refinement stage utilizing the VLM for improved detection066
accuracy. For each object description ti we keep Ground-067
ingDINO’s predicted candidates whose confidence exceeds068
a threshold s, then select the top k candidates. The corre-069
sponding image crops are laid out in a grid, and we query070
the VLM to select the crop that best matched ti. We set071
s = 0.15 and k = 5. Fig. 2 illustrates a case in which the072
initial GroundingDINO output is incorrect but is corrected073
by this refinement step.074

“Select the image that best fits the description: ‘man in white shirt’.

Please return its index.”

Input Image Detection Refinement Template Image

Figure 2. Detection Refinement Example. Starting with candi-
date detections from GroundingDINO [10], we select the top k
predictions and present them as a grid of cropped images (right).
We then query the VLM to return the index that best aligns with the
input text prompt. Red indicates GroundingDINO’s initial choice
and green indicates the refined choice.

Filtering Outliers. To obtain the 3D position of each ob-075
ject abstraction Oi ∈ SE , we unproject the segmented pix-076
els using the predicted depth map. To handle outliers caused077
by background pixels being included in the segmentation078
masks, we filter out the points whose depth values fall out-079
side the range [0.9di, 1.1di], where di is the mode depth080

within the mask. We then assign the coordinate-wise me- 081
dian of the remaining points in the remaining points as the 082
3D position ci of object Oi. 083

C.2. Egocentric Rephrasing 084

Recall that our APC converts an allocentric question Q— 085
originally stated with respect to a reference viewpoint A— 086
into an egocentric one posed from A itself. To ensure 087
compatibility with the perspective prompts introduced in 088
Sec. ??, we remove the explicit perspective descriptions 089
from Q. In practice, we query the VLM to rewrite Q, ex- 090
cluding the phrases that mention a reference perspective. In 091
turn we obtain a perspective-agnostic reformulation of the 092
task, which is then used in each type of perspective prompt. 093

C.3. Visual Prompt Rendering. 094

To render a visual prompt from the transformed scene ab- 095
straction SA = {O′

i}ni=1 as shown in Fig. ??, we use the 096
Trimesh renderer [4]. Note that SA is defined in the coor- 097
dinate system of the reference perspective A. Each object 098
O′

i is converted to an equal-sized cube with distinct colors, 099
and the visual prompt is obtained by rendering the scene 100
accordingly. Given the camera in SA faces in the positive 101
z-direction, only the objects with z > 0 appear in the visual 102
prompt. Objects with z ≤ 0 are considered to be out of 103
view (i.e. not visible) from perspective A. 104

Normalization. To prevent cubes from appearing too 105
small or large in the visual prompt, we normalize the co- 106
ordinates of SA, ensuring z values lie within a predefined 107
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[Q] Is the laptop to the left or to the right of 

me?

[Perspective] At the couch’s position facing 

where it’s facing

[Q] Which object am I facing, the tv or the 

lamp?

[Perspective] At the chair’s position facing 

where it’s facing

[Q] Is the penguin toy in front or left of me?

V
ie
w
C
ra
ft
e
r

Input Image Target View Input Image Target View Input Image Target View

[Perspective] At the faucet’s position facing 
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it’s facing
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Figure 1. Dense Reconstruction Baseline Examples. Novel views synthesized by SpatialPIN∗ [12] and ViewCrafter [18] both display
noisy and inaccurate objects and scene structures lacking the original context of the input image, thereby leading to low accuracy when
VLMs are fed the images as a visual input for spatial reasoning.
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range [zmin, zmax]. Likewise, we scale the x, y coordinates108
into a fixed range [−d∗, d∗] to keep objects within the view109
frustum.110

Camera Translation. By default, we place the camera at111
reference viewer’s position—the origin of SA. As an ex-112
ception, for the left/right task in 3DSRBench [13], we shift113
the camera backward along the z-axis to ensure all objects114
in the scene appear in the visual prompt. This adjustment115
is applied to match the benchmark’s setup, where an ob-116
ject that lies behind and to the right of a reference viewer117
is still treated as being on the right side from that viewer’s118
perspective.119

D. Evaluation Details120

In this section, we provide further details on our evalua-121
tion setup in Sec. ??. Each VLM response is scored with122
a two-step process that combines exact matching and LLM-123
assisted evaluation. We first perform exact matching: if the124
response consists solely of the correct option index or the125
exact answer phrase, we label it as correct. Otherwise, we126
pass the entire response to an LLM along with the answer127
to determine its correctness. For this, we used the judgment128
prompt template from VLMEvalKit [6].129

Following 3DSRBench [13], we employ Circu-130
larEval [11], which takes into account VLM’s response131
consistency by permuting the answer options for each132
image-question pair. The VLM is considered to be133
correct for a question Q only if it selects the correct134
across all permutations. CircularEval is applied for both135
COMFORT++ [19] and 3DSRBench [13].136

To construct the COMFORT++ benchmark for each task,137
we first collected 7 object meshes from the original imple-138
mentation [19] and additional 6 meshes from Objaverse-139
XL [5]. For the left/right and closer tasks, we arranged140
three objects in a predefined layout, designating one as the141
reference viewer, and added random perturbations to the142
objects’ x, y coordinates to diversify the layouts. We pre-143
pared 60 scenes and rendered each from 20 evenly spaced144
azimuth viewpoints. Then, we randomly sampled five views145
per scene, resulting in a total of 300 images for each task.146
For the visibility task, we created 160 scenes, each contain-147
ing a reference viewer and single target object positioned so148
that the object is either visible or invisible from the viewer’s149
perspective. We rendered each scene two opposite view-150
points, yielding 320 images. Finally, for the facing task,151
we arranged three objects in a linear configuration, setting152
the central object as the reference viewer, and oriented it to153
face either one of the two remaining objects. Each scene is154
rendered once, resulting in 300 images in total.155

For 3DSRBench [13], we used the original left/right and156
facing criteria. We recasted the front/behind task as a visi-157
bility judgment for two reasons: (i) the provided task can be158

more naturally interpreted as deciding whether an object is 159
visible from the reference object’s viewpoint, and (ii) VLMs 160
struggle to infer that an object is behind it when the object 161
is not present in the image itself. This adjustment better 162
serves our goal of measuring the egocentric and allocentric 163
reasoning capabilities of VLMs. 164

E. Details on Text Prompts 165

In this section, we present the text prompts used at each 166
stage of our APC pipeline. To guide the VLM towards 167
the desired response format, we include examplar question- 168
answer pairs for in-context learning. For the text prompt fed 169
along with the visual prompt, we add simple prompt engi- 170
neering to help suppress hallucinations: we (i) define the the 171
relation “facing towards” and (ii) explicitly that the larger 172
object is considered as being closer to the viewer—an as- 173
sumption that holds since our abstraction assigns equal size 174
to every object. 175

(1) Scene Abstraction (Sec. ??) — Extracting Objects of 176
Interest. 177

# Situation Description
Given an image and a spatial-reasoning
question, identify all entities mentioned
in the question.

# Example
[Question] You are standing at the
airplane’s position, facing where it
is facing. Is the person on your left or
right?
[Detect] [airplane, person]

# Your Task
Now, given the question below, list the
entities that appear in the question.

[Question] {Question}
[Detect]

178

(2) Perspective Change (Sec. ??) — Setting a Reference 179
Perspective 180

Given a question about spatial reasoning,
we want to extract the perspective of the
question. If the question is from the
camera’s perspective, return ++camera++.

# Example
[Question] From the woman’s perspective,
is the tree on the left or right?
[Perspective] ++woman++

# Your Task
Given the question below, please specify
the perspective from which the question

181
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is asked.
You must return in the format:
[Perspective] ++object name++

[Question] {Question}
[Options] obj1, obj2, ..., camera
[Perspective]

182

(3) Egocentric Rephrasing (Sec. C.2)183

From a sentence with a perspective
description, we need to remove the
perspective description.

# Example
[Question] From the car’s perspective,
which is on the right side: the person
or the tree?
[Output] Which is on the right side: the
person or the tree?

# Your Task
Given the question below, please remove
the perspective description.

[Question] {Question}
[Output]

184

(4) Perspective Prompting (Sec. ??) — Visual Prompt.185

This is an image of a 3D scene.

- The viewer is facing towards the object
that is closest to the center.
- A larger object is closer to the viewer
compared to a smaller object.

# Task
Based on the image, please answer the
following question.

{Question}

Please only return the answer.
186

(5) Perspective Prompting (Sec. ??) — Numerical Prompt.187

Imagine that you are at the {src obj}’s
position and facing where it is facing.
We have the coordinates of different
objects in {src obj}’s coordinate system.

# Coordinate System
- The origin is at the {src obj}’s
position.
- The {src obj}’s facing direction is [0,
0, 1], which is aligned with the z-axis.
- The x-axis is to the right, the y-axis

188

is up, and the z-axis is forward.

# Object Coordinates
[...]

# Task
Given the above {src obj}’s coordinate
system and the object coordinates, please
answer the following question:

[Question] {Question}
189
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