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Appendix

ANONYMOUS AUTHOR(S)
1 METHOD

1.1 User intention inference

1.1.1  Text extractor Eyser(eysers tuser» Ouser|). Language is the
most commonly used medium of interaction. Users can express
where they want to go through language. Generally speaking, user
language is unstructured, that is, users are free to express their
thoughts spontaneously, without adhering to a specific word order.
LLMs have demonstrated remarkable capabilities in text understand-
ing and generation, which allows them to be applied effectively in
information extraction tasks [Kalyan 2023]. Therefore, a few-shot
LLM is used to extract the place, season, and objects mentioned by
the user. One example of the prompt is:

Prompt of text extractor

You are now an excellent model for sentence recognition.

The text I'm giving you is a sentence and you need to predict if
place, season, and objects are mention in the sentence.

Text: I want stay in home with tables, sofas, chairs.

One example of the output is:

"om, UND "on,

Answer: "place”:"home", "season”: "null", "objects":[ "tables", "sofas",
"chairs"]

1.2 Physics-based inference

1.2.1  Affordance predictor A(Vz|A, O). A few-shot LLM is used to
infer the likelihood of each affordance that all objects have. AFFOR-
DANCES is all affordances in the list. One example of the prompt
is:

Prompt for affordance prediction

You are now an excellent model for object affordance recognition.
Affordances list: AFFORDANCES.

The text I'm giving you is the name and size of the object.

The size of object includes: length, width and height.

Please give the probabilities of each affordance in Affordances list
Jfor the object I give you.

Text: table, length: 1 meter, width: 0.6 meter, height: 0.8 meter.

One example of the output is:

Answer: "{walkable}':0.00, '{supportable}':1.00, '{sitable}":0.60,
"{drinkable}’:0.00, '{eatable[4]}":0.00, '{graspable[5]}":0.10,
"{breakable}':0.00, "{dangerous}':0.00, '"{moveable}':0.20),
"fobstructive}':1.00.

1.3 Virtual object-based inference

1.3.1  Place predictor E(Vg|O). A few-shot LLM is used to infer
the likelihood of all objects appearing in each place. is all
places in the list. One example of the prompt is:

Prompt for place prediction

You are now an excellent model for object place recognition.
Places list:

The text I'm giving you is the name and the description of the
object. Note that sometimes there is no description of the object.

Please give the probabilities of the object appear in each place in
places list for the object I give you.

Text: table. Introduction: it is often seen at camping sites and other

outdoor facilities;

One example of the output is:

Answer: "{Library}':0.25, '{Conservatory}':0.25, '{Spa}':0.25,
"{Lounge}":0.25, '{Observatory}':0.25, '{Suite}':0.25,
"{Monastery}'":0.25, '{Studio}':0.25, "{Bookstore}':0.25,
"fAquarium}':0.02, "{Beach}':1.00, '{Forest}":0.80, '{Garden)}':1.00),
"{Vineyard}':1.00, '{Yacht}':0.10, '{Rooftop}':0.25,
"{Treehouse}':0.90,"{Reef}":0.02, "{Peak}':0.02, '{Rainforest}':0.02.

1.3.2  Season predictor T(V4|O). A few-shot LLM is used to infer
the likelihood of all objects appearing in each season. SEASONS is
all seasons in the list. One example of the prompt is:

Prompt for season prediction

You are now an excellent model for season recognition.

Season list: SEASONS.

The text I'm giving you is the name and the description of the
object. Note that sometimes there is no description of the object.

Please give the probabilities of the object can be appear in the
season in season list for the object I give you.

Text: table. Introduction: the table with some snow.
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2 « Anon.

One example of the output is:

Answer: '{spring}':0.20, "{summer}":0.05, "{autumn}':0.20,
"fwinter}':1.00.

1.4 Whole scene synthesis

1.4.1  Size similarity module S(0;,07). When calculating size sim-
ilarity, we default that two objects can rotate around the z-axis.
For one virtual object 0% and one physical object oﬁhy, their size
similarity can be calculated using the object size bounding box size

si = (sxj, syi, sz;) € R3 as follows:

0.01, if —— <05
S hy
n
vir vir
SXm , ifos< —2 <1
Sxphy S h
— n n
Xdiff_1= sxcVir sy Vi 1)
m . m
—05x ——+15, if1<—- <2
SXp Y sxﬁ Y
sxvir
0.01, if2< ’;‘l
oxthY
s vir
0.01, if Im_ 5
syb
Y’ f05< Y’ <1
hy’ = Ton
syl syl
Ydiff1= * syVir " syVir @
—05x y”’hy+15, if1< y'Z <2
syb | syh
s VIr
0.01, if2< y";l
syb™Y
vir
0.01, if —2— <05
SYn
vir vir
m_ o5 < m_ g
syP™y Syphy
n n
xdiff72 = sxvir vir (3)
-0.5X% ";l +15, if1< ";1 <2
sy Y sypY
vir
0.01, if2< —2
phy
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0.01, if Im_ o5
S hy
n
vir vir
sy";l , ifos< Sy”; <1
B o
ydiffLZ - syvir Syvir (4)
—0.5X% ’Z +15 if1< ”}11 <2
sy sxbY
s vir
0.01, if2< y';‘ly
sxh
vir
0.01, if ’Z <0.5
szf: Y
SZVlr VIr
m_if05< 2 <1
phy
_ SZn SZy 5
2diff = szvir vir ( )
—05X —I- 415 if 1< T <2
szf: y SZy
szvir
0.01, if2< ’Zy
szh

ir h .
S(or, ob™) = min(xaiff 1}Ydiff 1}2diff+ Xdif f 2XYdif f 2X2dif )
(6)

2 BASELINES
2.1  LLM-based method

Similar to the work [Feng et al. 2023], the LLM-based method pre-
dicts the corresponding virtual object for each physical object by
using its information as the prompt. Since the virtual objects pre-
dicted by LLM can be arbitrary, we use the language similarity
module L(+,-) to predict the similarity between the virtual objects
obtained by LLM and all virtual objects we have. The object with
the highest similarity will be used to synthesize the virtual scene.
The virtual object prediction pipeline is shown in figure 1. After
selecting the virtual objects corresponding to the physical objects,
the following synthesis process is the same as our method.

physical environment physical objects

. —>
65 Predict the corresponding virtual
object for each physical object

_ v hy AN
Sy O =0}, |

M
Virtual objects (’)"":{O,V,:r Il e %

‘ ;E L(,) ) arg maxuw,.gw[ )
: lan, age vir hy
similarit =6 @ Welr G @™

o— y geto; foreach o

Fig. 1. The virtual object prediction pipeline of the llm-based method with-
out size consideration.
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If only the category of virtual objects is considered, the size of
the corresponding virtual objects and physical objects will be very
different. Therefore, we considered the size similarity between the
virtual object and the real object by using the size similarity module
S(0,05). the final probability is calculated by the size similarity
results multiplied by the result from the language similarity module
L(,-), as shown in the figure 2.

physical environment physical objects

.
Predict the corresponding virtual
object for each physical object

}Ll |

*—I

e B A -

S(thy’ojvir\)k ¢l&\ -AQ;" o ZB L (’)
size similarity | i 'ﬁ ﬂ D anguage
i é % p—— similarity

< |

<

v

vir

—» arg maxorweom_[ ]_> get Oi for each Orlihy

Fig. 2. The virtual object prediction pipeline of the lim-based method with
size consideration.

One example of the prompt for predicting the corresponding
virtual object for each physical object is:

Prompt of LLM-based method

You are now an excellent model for object prediction.

The text I'm giving you is the name and size of the object, or the
place, or the season.

The size of object includes: length, width and height.

Please tell me about an object that has a similar affordance to the
given object in the given place and season (if any).

Text: table, length: 1 meter, width: 0.6 meter, height: 0.8 meter,

Jforest, summer. Y,

One example of the output is:

Answer: big stone

2.2 Semantics-based method

Semantics-based method predicts the corresponding virtual object
for each physical object based on the language similarity between
the virtual objects and the physical object as shown in figure 3. In
addition, similar to the LLM-based method, we also consider the
effect of the size as shown in figure 4.
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Fig. 3. The virtual object prediction pipeline of the semantics-based method
with size consideration.
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Fig. 4. The virtual object prediction pipeline of the semantics-based method
with size consideration.

REFERENCES

Weixi Feng, Wanrong Zhu, Tsu jui Fu, Varun Jampani, Arjun Akula, Xuehai He,
Sugato Basu, Xin Eric Wang, and William Yang Wang. 2023. LayoutGPT:
Compositional Visual Planning and Generation with Large Language Models.
arXiv:2305.15393 [cs.CV]

Katikapalli Subramanyam Kalyan. 2023. A Survey of GPT-3 Family Large Language
Models Including ChatGPT and GPT-4. arXiv preprint arXiv:2310.12321 (2023).

ACM Trans. Graph., Vol. 1, No. 1, Article . Publication date: April 2024.

286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341

342


https://arxiv.org/abs/2305.15393

	1 Method
	1.1 User intention inference
	1.2 Physics-based inference
	1.3 Virtual object-based inference
	1.4 Whole scene synthesis

	2 Baselines
	2.1 LLM-based method
	2.2 Semantics-based method

	References

