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Abstract001

Large language models (LLMs) have made sig-002
nificant progress in handling complex tasks,003
while some seemingly basic questions remain004
unexpectedly unsolved. In practice, LLMs are005
prone to hallucinate on free-form questions006
about Chinese characters and words, which007
causes inconvenience for ordinary users or lan-008
guage learners who use LLMs to acquire Chi-009
nese knowledge. To quantitatively investigate010
the issue, we introduce ZiCiEval, a dataset cov-011
ering five types of real-world Chinese character-012
word questions. For reliable automatic evalua-013
tion, we develop an LLM-as-judge framework014
enhanced with adaptive tool use. Empirical re-015
sults demonstrate substantial performance gaps016
among advanced language models. In some017
tasks, the top-performing models only reach018
70% accuracy. The resources will be publicly019
available to facilitate further research.020

1 Introduction021

Large Language Models (LLMs) are making rapid022

strides in conquering difficult problems that require023

high-level intelligence (Chang et al., 2024). How-024

ever, the most advanced models still occasionally025

stumble over some seemingly simple tasks that are026

common in everyday use. For example, the famous027

“strawberry problem” (counting some letters in a028

word) becomes an unexpected challenge (Fu et al.,029

2024), revealing that LLMs process language in a030

way fundamentally different from humans.031

Similarly, some basic tasks related to Chinese032

characters and words could be surprisingly prob-033

lematic. For example, the question “What character034

is formed by combining木 and乞” has become a035

popular test on Chinese social networks. LLMs are036

prone to severely hallucinate when faced with such037

questions, as shown in Figure 1.038

Why are such basic Chinese tasks difficult to re-039

solve? Tokenization and knowledge reporting bias040

might be part of the reason. Tokens do not inher-041

ently encode phonetic and structural information.042

木和乞能组成什么字？
What is the combination of 木 and 乞?

这个字是“杞”。
The character is 杞

Correct Answer: 杚

Figure 1: A Chinese character question that stumps
most LLMs.

Models learn their representations through their oc- 043

currences and context in corpora. Crucially, certain 044

intuitive knowledge for humans (e.g. components 045

of a character) is rarely directly expressed. Such 046

knowledge sparsity exacerbates language models’ 047

hallucination when handling related queries. Worse 048

still, wrong outputs are contaminating public cor- 049

pora, thus adversely affecting both model training 050

and retrieval-augmented systems. 051

The issue is not negligible. Due to the vast num- 052

ber of Chinese characters and their profound cul- 053

tural significance, both native Chinese speakers 054

and language learners frequently have free-form 055

querying requirements about characters, leveraging 056

character structures, strokes and pronunciations for 057

naming decisions and other creative endeavors. For 058

such needs, today’s users prefer to seek help from 059

LLMs rather than cumbersome dictionaries. How- 060

ever, most Chinese LLM evaluation benchmarks 061

(Xu et al., 2020, 2023; Li et al., 2024) focus on 062

general knowledge test or traditional NLP tasks, 063

leaving a gap in evaluating the performance on 064

such real-world Chinese character-word questions. 065

In this paper, we present ZiCiEval1, an open- 066

ended QA dataset for quantitatively evaluating Chi- 067

nese character-word capabilities of LLMs. We first 068

identify five representative task types through a 069

pilot study on mainstream models. Based on the 070

task taxonomy, we carefully curate a 500-sample 071

1“字词” (ZiCi) means characters and words in Chinese.
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Q: What is the stroke order of 大?
A: The stroke order of 大 is horizontal (横, 一),
     throw (撇, 丿), press(捺, 乀) ...

Q: What character is the combination of 木 and 乞?
A: The character is 杚 , it's meaning is ... 

Q: What is the traditional form of 了?
A: 了 has two traditional forms, 了 and 瞭... 

Q: The pronunciation of 差?
A: 差 is a polyphonic character. It has four 
     pronunciations: chà, chā, chāi and cī...

Q: Show me some idioms that end with 不足.
A: Here are some idioms ends with 不足: 1. 贪心不足
     2. 先天不足 3. 惟日不足 ...

Character Structure

chà,chā,chāi,cī

Character Stroke

Traditional-Simplified
Conversion 

Character-Word
Pronunciation

Constrained
Word Search

Figure 2: An illustration of the five sub-tasks in ZiciEval. The labels on the left are task types. The corresponding
knowledge is illustrated in the middle. The sample QA pairs are on the right (translated to English).

evaluation dataset based on real-world anonymous072

search logs and authentic volunteer user queries,073

ensuring diversity in complexity and questioning074

styles. Concurrently, we collect 3.5k training sam-075

ples from the same source to facilitate research.076

To address the challenge of automatically eval-077

uating free-form responses from LLMs, we im-078

plement a tool-enhanced LLM-As-Judge evalua-079

tion framework. Specifically, through optimized080

prompt-engineering, we use a model to verify the081

correctness of responses with human-validated ref-082

erence answers. To enhance the reliability of judg-083

ment when the responses contain content outside084

the scope of reference answers, we develop a char-085

acter knowledge toolkit that the model can invoke086

as needed. The combined approach achieves nearly087

90% agreement with human evaluation.088

Based on the evaluation protocol, we perform089

a benchmark of 15 open-weights and proprietary090

LLMs. Empirical results demonstrate substantial091

performance gaps among the advanced models. In092

some tasks, the top-performing systems still only093

solve 70+% questions, indicating further efforts are094

still needed to improve the capability of LLMs.095

2 Dataset Construction096

2.1 Identifying the Tasks097

First, we aim to identify the character-word ques-098

tions that are frequently posed by users but current099

language models struggle to answer. Therefore, we100

conduct a pilot study before the formal dataset con-101

struction. We sample 140 questions from anony-102

mous search logs and analyze their involved knowl-103

edge types. These questions cover a wide range 104

of knowledge, including orthography (the structure 105

and strokes of a character), phonology (the pho- 106

netic notation, a.k.a pinyin of a character or word), 107

and lexicology (the meaning and compositional 108

structure of a word). 109

After that, we obtain the responses to these ques- 110

tions from three LLMs (GPT-4o, ERNIE-4, and 111

Doubao Pro). We manually review the results. All 112

models achieve 90% accuracy in directly explain- 113

ing meaning and identifying semantic relationships 114

(i.e. synonyms and antonyms), while other tasks 115

still have larger error rates (refer to Appendix A). 116

Based on this, we focus on five representative 117

task types, as illustrated in Figure 2. The tasks 118

include character structure (questions related to 119

the combination and disassembly of characters), 120

character stroke (questions related to the charac- 121

ter strokes count and order), traditional-simplified 122

conversion (converting Chinese character forms), 123

character-word pronunciation (questions related 124

to pinyin annotation and polyphonic character anal- 125

ysis), and constrained word search (finding words 126

that meet the constraints). 127

2.2 Data Collection and Annotation 128

After determining the task taxonomy, we further 129

collect more real-world questions from both anony- 130

mous logs and volunteer users’ feedback. These 131

questions are de-duplicated and then automatically 132

classified by LLMs. After that, we obtain two dif- 133

ferent responses from models for which we have 134

licenses to utilize their outputs. We sample 5k ques- 135

tions and their responses for subsequent annotation. 136
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Figure 3: The distribution of the evaluation data.

During the annotation, we recruit native Chinese137

annotators to create a reference answer for each138

question based on the provided responses. The139

reference answer should have correct content and140

completely meet the requirements of the question.141

For questions without appropriate answers, a rea-142

sonable refusal response should be given. The an-143

notators are encouraged to use dictionaries and144

other recommended tools to obtain necessary back-145

ground knowledge to verify the correctness. If a146

question exceeds the verification ability of the an-147

notator, it can be discarded. Also, the annotators148

are asked to identify the task type of each question.149

Notably, a question could involve multiple tasks,150

we only ask annotators to provide a main task type.151

After one round of annotation is completed, each152

instance is checked by a different annotator to en-153

sure the quality. From a sampling inspection on 1%154

of the results, the qualified rate reached 95%.155

For evaluation dataset construction, we sample156

500 instances from the valid annotated results. To157

ensure a higher level of quality, each instance is158

checked and corrected again by our research team159

members. The remaining 3.5k annotated results160

serve as a training dataset.161

Figure 3 shows the evaluation data distribution.162

2.3 Automatic Evaluation163

In practice, LLMs can give free-form responses,164

which contain markups and knowledge hints for165

better readability and helpfulness. This poses chal-166

lenges for evaluation. Therefore, we utilize the167

curated reference answer and turn to the LLM-As-168

Judge paradigm for automatic accuracy evaluation.169

Specifically, we use Qwen2.5-72B-Instruct (Yang170

et al., 2025b) as the judge model. Through prompt-171

engineering optimization, we highlight the key eval-172

uation aspects for different tasks.173

However, some cases may exceed the model’s174

capabilities. For open questions such as list words175

Tool Kit

Pronunciation &
Meaning Look-up

Strokes
Look-up

Components
 Look-up

Word Pattern
Verifier

Question
Answer

Ref. Answer

LLM
Judge

✅ / ❌

I need some
Information...

Base on these,
    the answer is...

Judgment

Figure 4: Automatic evaluation with tool-enhanced
LLM judge. Refer to Appendix B for more details.

that meet specific criteria, the reference answer may 176

not cover all correct results. Also, for fixed-answer 177

questions, the model responses may include addi- 178

tional information beyond the key answer. There- 179

fore, we create a database of Chinese characters 180

and words based on open resources, and develop a 181

Python toolkit for querying background knowledge 182

and pattern verification. Equipped with the toolkit, 183

the evaluation method becomes a two-round pro- 184

cess. As shown in Figure 4, the LLM judge uses 185

multiple tools in parallel to acquire necessary in- 186

formation in the first round, and make the final 187

judgment in the second round. 188

To verify the reliability of the automatic evalua- 189

tion, we randomly sample 450 test responses from 190

different models and manually annotate their cor- 191

rectness. After that, we apply automatic evaluation 192

on these instances, and conduct an agreement anal- 193

ysis. The agreement rate between human and the 194

automatic judge is 89.9% and the cohen’s κ is 0.76, 195

indicating substantial agreement. Furthermore, we 196

find that the agreement rate on samples deemed cor- 197

rect by humans are much higher than the agreement 198

on samples where human identify errors (94.8% vs 199

76.6%), which indicates the system ignores some 200

nuanced mistakes and thus it may slightly overesti- 201

mate the model performance during evaluation. 202

3 Experiments and Results 203

3.1 Implementation Details 204

In the experiments, we evaluate a series of open- 205

weights LLMs and proprietary LLMs (refer to Ap- 206

pendix C for details). The models are grouped into 207

non-reasoning models (e.g. DeepSeek-V3) and 208

reasoning models (e.g. DeepSeek-R1). For open- 209

weights models, we use the official recommended 210

generation setting. For proprietary models, we use 211

the default setting of the official API. 212
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Model
Character
Structure

Character
Stroke

Trad.-Simp.
Conversion

Char.-Word
Pronunciation

Constrained
Word Search

Macro
Acc.

Micro
Acc.

Non-Reasoning Models
Qwen2.5-72B-Instruct 24.35 9.18 70.59 46.67 56.84 41.53 41.00
GPT-4o-20241120 35.65 20.41 75.49 56.67 51.58 47.96 47.60
GLM-4-Plus 39.13 29.59 69.61 57.78 52.63 49.75 49.40
Qwen3-235B (Non-Thinking) 47.83 19.39 79.41 65.56 71.58 56.75 56.40
DeepSeek-V3 55.65 26.53 81.37 64.44 60.00 57.60 57.60
Qwen-Max-0125 53.04 35.71 79.41 68.89 63.16 60.04 59.80
Doubao-1.5-Pro-32k-250115 56.52 48.98 71.57 70.00 77.89 64.99 64.60
Hunyuan-TurboS-20250416 66.96 72.45 63.73 77.78 69.47 70.08 69.80
ERNIE-4.0-Turbo 67.83 68.37 77.45 76.67 70.53 72.17 72.00
DeepSeek-V3-0324 72.17 50.00 82.35 85.56 78.95 73.81 73.60

Reasoning Models
QwQ-32B 20.87 11.22 67.65 47.78 57.89 41.08 40.40
Qwen3-235B (Thinking) 46.09 24.49 73.53 70.00 70.53 56.93 56.40
OpenAI O3 59.13 25.51 87.25 81.11 80.00 66.60 66.20
Hunyuan-T1-20250403 82.61 73.47 90.20 80.00 68.42 78.94 79.20
Doubao-1.5-Thinking-Pro-250415 70.43 69.39 90.20 83.33 92.63 81.20 80.80
DeepSeek-R1 76.52 72.45 86.27 91.11 84.21 82.11 81.80

Table 1: The evaluation results of non-reasoning LLMs and reasoning LLMs. The best and second-best results are
highlighted with Bold and Underline respectively. Macro/Micro Acc. = Macro/Micro Averaged Accuracy.

3.2 Main Results213

The evaluation results are shown in Table 1.214

From the results, we have the following findings.215

(1) Some advanced models show a significant per-216

formance gap in this evaluation (e.g. Qwen3), indi-217

cating the Chinese character-word questions may218

unexpectedly beat top models. (2) Reasoning mod-219

els reach a higher performance upper bound. The220

self-reflection in chain-of-thoughts could improve221

their reliability. (3) Among different tasks, charac-222

ter structure and stroke are relatively more difficult223

for most LLMs. It reveals a common weakness of224

LLMs in grasping orthography-related knowledge.225

(4) Each model has underperforming tasks, where226

the error rates reach close to 30% or more. These227

results highlight that Chinese character-word tasks228

remain a challenge for advanced LLMs.229

3.3 Fine-tuning Experiments230

To obtain more insights, we fine-tune an open-231

weights model (Qwen2.5-72B-Instruct) on the in-232

domain annotated training data. According to the233

results, the in-domain training only brings marginal234

improvement in underperforming tasks (charac-235

ter structure 24.35->25.22, character stroke 9.18-236

>20.41, refer to Appendix D for details). It suggests237

that there is a lack of some foundational knowledge238

and the model performance is difficult to improve239

solely through post-training, which should be taken240

into account when designing training strategies.241

4 Related Work 242

A growing number of Chinese-language evalua- 243

tion datasets for LLMs have emerged within the re- 244

search community. Most of them are derived from 245

traditional NLP tasks (Xu et al., 2020), or standard- 246

ized exams (Huang et al., 2023; Li et al., 2024). 247

Recent benchmarks (Xu et al., 2023; Contributors, 248

2023) pay more attention to open-ended and real- 249

world tasks. Nevertheless, there are few resources 250

covering the basic Chinese character-word ques- 251

tions investigated in this paper. The most related 252

work to this paper is AlignBench (Liu et al., 2024), 253

which collects 28 Chinese character questions in 254

its Chinese understanding subset. In comparison, 255

ZiCiEval provides a more detailed character-word 256

task taxonomy and larger amounts of instances. 257

5 Conclusion 258

In this paper, we introduce ZiciEval, a dataset for 259

evaluating the capabilities of LLMs on basic Chi- 260

nese character-word questions. We propose a tool- 261

enhanced LLM-As-Judge framework for reliable 262

automatic evaluation. Empirical results show that 263

advanced models can still be stumped on these 264

tasks, especially for orthography-related tasks. Fu- 265

ture work should explore better pre-training and 266

post-training data strategies to tackle the challenges. 267

ZiciEval can serve as a strong resource for these 268

research scenarios. 269
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Limitations270

This work focus on the evaluation of basic Chinese271

character-word questions. The main limitations272

include: (1) We mainly collect direct questions273

about Chinese characters and words. Some do-274

mains which indirectly involve Chinese character275

knowledge, such as riddles and rhyme creation, are276

not included in this work. (2) We pay more atten-277

tion to the Chinese usage in mainland China, which278

may have subtle differences from the Chinese stan-279

dards in other regions. (3) Although the automatic280

evaluation framework has high agreement with hu-281

man judgment, it sometimes fails to detect subtle282

errors, as discussed in Section 2.3.(4) Due to the283

lack of available access to retrieval-augmented gen-284

eration (RAG) API and the complexities of building285

a reproducible RAG system, we do not systemati-286

cally evaluate the LLMs under the RAG settings.287

While qualitative tests on the web interfaces of288

some proprietary models show the RAG results are289

also prone to errors.290

Ethics Statement291

The dataset is constructed based on real-world ques-292

tions from human users. These questions are ei-293

ther collected from anonymous logs that users au-294

thorized us to utilize, or directly contributed by295

active feedback from volunteer users. The data296

are carefully checked to ensure that there is no297

personal information or other sensitive content in-298

cluded. During the annotation process, we make299

use of the responses from LLMs. To avoid intel-300

lectual property and ethical legal disputes, we only301

use the models which have an open license to use302

their outputs. All annotators are native Chinese303

people and they receive corresponding compensa-304

tion and rewards. They are also informed that their305

annotation results will be used for language model306

optimization purposes. We release the evaluation307

dataset for evaluation and research purposes. It308

is not recommended to use the dataset in model309

training.310
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A Pilot Study Details410

To identify the tasks that current language models411

struggle to solve, we conduct a pilot study before412

the formal dataset construction. We sample 140413

questions from anonymous logs, categorize them414

and use them to test three models. The results are415

shown in Table 2. All the models do well in the416

synonym-antonym task and word explanation task.417

Therefore, we pay attention to other tasks in the418

evaluation construction.419

Task GPT-4o ERNIE-4 Doubao-Pro
Character Structure 22.7% 70.8% 79.2%
Character Stroke 5.6% 53.3% 66.7%
Trad.-Simp. Conversion 87.5% 75% 81.3%
Pronunciation 66.7% 67.1% 80.6%
Constrained Word Search 50% 45% 65%
Synonym-Antonym 95% 90% 90%
Word Explanation 95% 100% 95%

Table 2: Pilot study results. We report the manually
checked accuracy here.

B Prompt Engineering for Evaluation 420

B.1 Prompt Designs 421

For interested readers, here we translate some key 422

parts of the LLM-As-Judge prompt templates into 423

English. At the beginning of the prompt, we list 424

some key rules of the judgment, as shown in Fig- 425

ure 5. In the first round, the judge model is asked 426

to generate Python codes of tool use rather than 427

give direct judgment. The key instruction is shown 428

in Figure 6. Given the tool results, the judge model 429

is asked to give the final judgment. The prompt 430

template is shown in Figure 7. 431

B.2 Toolkit Design 432

For toolkit construction, we collect resources from 433

several open projects about Chinese characters and 434

words, including cnchar2, zhHanSequence3, yibai- 435

ids4, chinese-dictionary5, and pinyin-data6. These 436

resources are licensed under MIT license or BSD-2 437

license. We merge and reorganize these resources 438

into a character database and a word database. Af- 439

ter that, we develop several tool functions based 440

on the databases, as well as some string pattern 441

verification functions. The descriptions are shown 442

in Figure 8. 443

C Evaluated Model Details 444

In the experiments, we evaluate the following 445

open-weights models: DeepSeek-V3 (DeepSeek- 446

AI et al., 2025b), DeepSeek-V3-0324, DeepSeek- 447

R1 (DeepSeek-AI et al., 2025a), Qwen2.5-72B- 448

Instruct (Yang et al., 2025b), Qwen3-235B (Yang 449

et al., 2025a), and the following proprietary mod- 450

els: GPT-4o (OpenAI et al., 2024), OpenAI O37, 451

Qwen-Max-01258, Doubao-1.5-Pro9, Doubao-1.5- 452

Thinking-Pro10, GLM-4-Plus11, ERNIE-4-Turbo12, 453

Hunyuan-TurboS13, Hunyuan-T1 14. These are re- 454

cent mainstream models used by Chinese users. 455

For open-weights models, we use VLLM (Kwon 456

et al., 2023) for inference, and set the generation 457

2https://github.com/theajack/cnchar
3https://github.com/DongSky/zhHanSequence
4https://github.com/yi-bai/ids
5https://github.com/mapull/chinese-dictionary
6https://github.com/mozillazg/pinyin-data
7https://openai.com/index/o3-o4-mini-system-card/
8https://qwenlm.github.io/zh/blog/qwen2.5-max/
9https://seed.bytedance.com/zh/special/doubao_1_5_pro

10https://github.com/bytedance-seed/seed-thinking-v1.5
11https://open.bigmodel.cn/dev/howuse/glm-4
12https://aistudio.baidu.com/modelsdetail/714
13https://github.com/Tencent/Hunyuan-TurboS
14https://github.com/Tencent/llm.hunyuan.T1
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You are a language model evaluation expert. Next, you will evaluate the performance of the AI model on Chinese word problems.
Please judge whether the content of the <model_result> is correct based on the <question> and <reference_answer>.

You need to pay attention to the following points:

- There are multiple types of questions that involve knowledge of Chinese character form structure, strokes, pronunciation, meaning,
word composition. The questions vary in complexity. You need to determine whether the model's response is correct.
  
- A correct response requires accurate content and a complete answer to the question, following the requirements of the question
without omission, clarifying when unable to meet the requirements of the question, and not fabricating.
  
- You need to carefully check the consistency between the model response and the reference answer, pay attention to differences in
strokes and other details, and determine whether the model response meets the requirements of the question and contradicts the
reference answer.
  
- For list-type questions, the reference answer is correct, but may not cover all possibilities. The model result may not necessarily
completely cover the reference answer. You should carefully check whether each item in the result meets the requirements.
  
- The model response can include relevant supplementary information beyond the reference answer, but the content must be
accurate. If it is not accurate, it should be judged as an error.
  
- For model results with truncation, redundancy, repetition, garbled or grammatical errors, they are considered as incorrect answers.
  
- Your knowledge may not be reliable, please rely on reference for judgment.

Figure 5: The key instruction about the judgment rules in the prompt template. The original prompt is in Chinese.

In order to accurately evaluate, please first retrieve necessary information from the database and use tool checks to assist in
judgment. You can call the following tools through Python code:

{tool_descriptions}

After calling one of the tools, you will see the data output by the tool. Please note that you can continuously call any number of tools to
check multiple words and phrases. Here are some examples:

Example 1: For question "Show me some characters whose radical is 木"，the model replies "相、桃、硅". You can give codes like:
```python
char_bushou("相")
char_bushou("桃")
char_bushou("硅")
```

In this way, you will obtain the radical information of these words at once, in order to determine whether the model's response is
correct.

Figure 6: The key instruction for generating tool-use codes. The original prompt is in Chinese.

Model
Character
Structure

Character
Stroke

Trad.-Simp.
Conversion

Char.-Word
Pronunciation

Constrained
Word Search

Macro
Acc.

Micro
Acc.

Qwen2.5-72B-Instruct 24.35 9.18 70.59 46.67 56.84 41.53 41.00
+ Annotated Data 25.22 20.41 60.78 46.67 43.16 39.25 38.80
+ Synthetic Data 36.52 21.43 67.65 52.22 41.05 43.77 43.60
+ Annotated Data and Synthetic Data 40.00 28.57 60.78 47.78 43.16 44.06 44.00

Table 3: Fine-tuning experiments results on Qwen2.5-72B-Instruct.
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The following is the current question:

<Question>
{question}
</Question>

Here is the reference answer:

<Reference Answer>
{ref_answer}
</Reference Answer>

Here is the model result:

<Model Resultt>
{model_result}
</Model Result>

The following are auxiliary materials found through tools, which could help you to determine whether the model result meets the
requirements of the question:

<Auxiliary Information>
{tool_result}
</Auxiliary Information>

Next, please provide the judgment result and only output "correct" or "incorrect"

Figure 7: The key instruction for generating final judgment. The original prompt is in Chinese.

char_structure(char)
    Provide structural information and structure descriptions (Ideographic Description Sequence)
    of a character. For example, the character 相 has a left-right structure, and the components 
    composition can be represented as ⿰木目.

char_bushou(char)
    Describe the bushou (character radical) of a character. For example, the radical of 张 is 弓.

char_strokes(char)
    Provide the stroke count and stroke order information of Chinese characters, for example, the
    total number of strokes of 大 is 3. Its stroke order is: horizontal (横), throw (撇), press(捺).

char_pinyin_and_explain(char)
    Provide the pinyin (pronunciation notation) and corresponding meaining explaination of a 
    character.

word_pinyin_and_explain(word)
    Provide the pinyin (pronunciation notation) and corresponding meaining explaination of a word.

word_pattern(word)
    Provide the composition pattern of a word. For example, 开开心心 belongs to AABB-pattern words。

startswith(word, prefix)
    Verify whether a word starts with the prefix。

endswith(word, suffix)
    Verify whether a word ends with the suffix。

contains(word, infix)
    Verify whether a word contains the prefix。

Figure 8: The description of the tools, which is also provided to the judge model. Note that the original description
is in Chinese.
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parameters recommended in official repositories,458

reporting the average results from three runs. Note459

that Qwen3-235B is a “hybrid thinking” model.460

It can be controlled to generate the thinking pro-461

cess or directly answer. Therefore we evaluate it462

both in thinking mode and non-thinking mode, by463

switching a /no_think instruction in the prompt.464

For proprietary models, we use the default genera-465

tion settings of their official APIs, and only report466

the result from a single run.467

D Fine-Tuning Experiments468

To obtain more insights about the tasks, we469

fine-tune an open-weights model (Qwen2.5-72B-470

Instruct) on the in-domain annotated 3.5k training471

data. Also, to verify the effectiveness of large-scale472

synthetic data, we create a template-based synthetic473

dataset with 500k instances, which are converted474

from the character databases of evaluation toolkit.475

The training instances are packed into sequences476

with a length of 4096. We set the training batch477

size to 4 when only using annotated data, 64 when478

synthetic data are used. The results are shown in479

Table 3 According to the results, the in-domain480

training only bring marginal improvement on weak481

tasks. By adding large-scale synthetic data, we482

observe larger performance improvement, yet the483

accuracy is still relatively low. It proves that there484

is a lack of some foundational knowledge and the485

model performance cannot be simply improved486

through post-training.487
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