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ABSTRACT

Offline reinforcement learning (RL) algorithms can acquire effective policies by
utilizing only previously collected experience, without any online interaction.
While it is widely understood that offline RL is able to extract good policies even
from highly suboptimal data, in practice offline RL is often used with data that
resembles demonstrations. In this case, one can also use behavioral cloning (BC)
algorithms, which mimic a subset of the dataset via supervised learning. It seems
natural to ask: When should we prefer offline RL over BC? In this paper, our goal
is to characterize environments and dataset compositions where offline RL leads
to better performance than BC. In particular, we characterize the properties of
environments that allow offline RL methods to perform better than BC methods
even when only provided with expert data. Additionally, we show that policies
trained on suboptimal data that is sufficiently noisy can attain better performance
than even BC algorithms with expert data, especially on long-horizon problems.
We validate our theoretical results via extensive experiments on both diagnostic
and high-dimensional domains including robot manipulation, maze navigation and
Atari games, when learning from a variety of data sources. We observe that modern
offline RL methods trained on suboptimal, noisy data in sparse reward domains
outperform cloning the expert data in several practical problems.

1 INTRODUCTION

Offline reinforcement learning (RL) algorithms aim to leverage large, existing datasets of previously
collected data to produce effective policies that generalize across a wide range of scenarios, without
the need for costly active data collection. Many recent offline RL algorithms (Fujimoto et al., 2018;
Kumar et al., 2019; Wu et al., 2019; Kumar et al., 2020; Yu et al., 2020; Sinha et al., 2021; Kostrikov
et al., 2021) can work well even highly suboptimal data. With recent advances, the performance
of offline RL algorithms has improved significantly, and a number of these approaches have been
studied theoretically (Wang et al., 2021; Zanette, 2020; Rashidinejad et al., 2021). While it is clear
that offline RL algorithms are a good choice when the available data is either random or highly
suboptimal, such methods are also often used with datasets that come from demonstrations, or other
near-optimal data sources. In these cases, imitation learning algorithms, such as behavorial cloning
(BC), can be used to train policies via supervised learning. It then seems natural to ask: When should
we prefer to use offline RL over imitation learning?

A rigorous theoretical and empirical characterization of when offline RL perform better than imitation
learning, or algorithms that blend in imitation learning with suboptimal data (e.g., filtered behavior
cloning) is still absent. This makes it quite confusing for practitioners to understand what class of
methods to apply to a given problem. Existing empirical studies comparing offline RL to IL have been
mixed, and are likely heavily confounded by modeling choices and algorithm hyperparameters. Some
works show BC approaches significantly outperform offline RL on demonstration data (Mandlekar
et al., 2021). Others show that offline RL methods appear to lead to greatly improved performance
over imitation learning, especially in environments that require “stitching” parts of suboptimal
trajectories (Fu et al., 2020). Recent theoretical results (Rashidinejad et al., 2021; Jin et al., 2020)
show that pessimistic offline RL algorithms are, in general, minimax optimal in contextual bandits
with minimal assumptions on the dataset, but do not compare offline RL algorithms and imitation
learning. We therefore wish to understand under which environment or dataset conditions offline RL
algorithms will outperform imitation learning.
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Our contribution in this paper is to characterize when and how offline RL can outperform BC. We do
this using both theory and empirical results. Theoretically, we compare performance guarantees for
example pessimistic offline RL algorithms to those of BC and general imitation learning methods.
First, we derive general guarantees for offline RL and BC that scale with the suboptimality of the
behavior policy that collected the dataset. When the data is optimal (i.e., from expert demonstrations),
we note that both RL and BC achieve the same worst-case bounds. However, when the MDP satisfies
certain structural assumptions, the error incurred by offline RL algorithms can scale significantly more
favorably with the horizon. Such structure includes horizon-independent returns (i.e., sparse rewards),
or a low volume of states where it is “critical” to take the same action as the expert. Meanwhile, when
the data is suboptimal, we show that can be preferable to use RL, not only over BC with the same
dataset, but even over BC with an optimal dataset of the same size in long horizon tasks. This occurs
when we have access to data generated by a sufficiently noisy behavior policy, which is often much
easier to obtain than demonstrations. Finally, we consider filtered behavior cloning methods that use
the reward to inform learning, and characterize conditions when offline RL can perform better.

Empirically, we validate our theoretical conclusions on diagnostic gridworld domains (Fu et al.,
2019) and large-scale benchmark problems in robotic manipulation and navigation and Atari games,
using human data (Fu et al., 2020), scripted data (Singh et al., 2020) and data generated from RL
policies (Agarwal et al., 2020b). We verify that in multiple relatively long-horizon problem domains
where the conditions we consider are likely to be satisfied, practical deep offline RL methods do
outperform behavioral cloning, and related methods, especially when allowed to use noisy data.

2 RELATED WORK

Offline RL (Lange et al., 2012; Levine et al., 2020) has shown promise in domains such as robotic
manipulation (Kalashnikov et al., 2018b; Mandlekar et al., 2020; Singh et al., 2020; Kalashnikov
et al., 2021), NLP (Jaques et al., 2020) and healthcare (Shortreed et al., 2011; Wang et al., 2018). The
major challenge in offline RL is distribution shift (Fujimoto et al., 2018; Kumar et al., 2019), where
the learned policy might execute out-of-distribution actions. Prior offline RL methods can broadly be
characterized into two categories: (1) policy-constraint methods that regularize the learned policy
to be “close” to the behavior policy either explicitly (Fujimoto et al., 2018; Kumar et al., 2019; Liu
et al., 2020b; Wu et al., 2019; Fujimoto & Gu, 2021) or implicitly (Siegel et al., 2020; Peng et al.,
2019; Nair et al., 2020), or via importance sampling (Liu et al., 2019; Swaminathan & Joachims,
2015; Nachum et al., 2019), and (2) conservative methods that learn a lower-bound, or conservative,
estimate of return and optimize the policy against it (Kumar et al., 2020; Kostrikov et al., 2021;
Kidambi et al., 2020; Yu et al., 2020; 2021). Our goal is not to devise a new offline RL algorithm, but
rather to understand when existing offline RL methods from each category can outperform BC.

When do offline RL methods outperform BC? Rashidinejad et al. (2021) derive a conservative offline
RL algorithm based on lower-confidence bounds that provably outperforms BC in the simpler
contextual bandits (CB) setting, but do not extend it to MDPs. While this CB result signals the
possibility that offline RL can outperform BC in theory, this generalization is not trivial, as RL
suffers from compounding errors (Munos, 2003; 2005; Wang et al., 2021). Laroche et al. (2019);
Nadjahi et al. (2019); Kumar et al. (2020); Liu et al. (2020b); Xie et al. (2021) present safe policy
improvement bounds expressed as improvements over the behavior policy, which imitation aims to
recover, but these bounds do not clearly indicate when offline RL is better or worse. Empirically,
Fu et al. (2020) show that offline RL considerably outperforms BC for tasks that require “stitching”
trajectory segments to devise an optimal policy. In contrast, Mandlekar et al. (2021); Brandfonbrener
et al. (2021); Chen et al. (2021) suggests that simple BC or filtered BC that only uses the top fraction
of the data is the better alternative on other tasks. We provide a theoretical characterization of
problems where we would expect offline RL to be better than BC, and empirical results that verify
that offline RL performs well on such problems, which span domains as robotics, navigation and
games (Fu et al., 2020; Singh et al., 2020; Bellemare et al., 2013).

Our theoretical analysis combines tools from a number of prior works. We analyze the total error
incurred by RL via an error propagation analysis (Munos, 2003; 2005; Farahmand et al., 2010; Chen
& Jiang, 2019; Xie & Jiang, 2020; Liu et al., 2020b), which gives rise to bounds with concentra-
bility coefficients that bound the total distributional shift between the learned policy and the data
distribution (Xie & Jiang, 2020; Liu et al., 2020b). We use tools from Ren et al. (2021), which
provide horizon-free bounds for standard (non-conservative) offline Q-learning but under strict cov-
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erage assumptions. While we use a LCB-style algorithm (Rashidinejad et al., 2021) for analysis,
our conservative offline RL algorithm uses tighter Bernstein bonuses (Zhang et al., 2021; Agarwal
et al., 2020a) compared to the standard Hoeffding bonus used by the prior work, which makes our
instantiation of the LCB paradigm enjoy stronger suboptimality guarantees.

3 PROBLEM SETUP AND PRELIMINARIES

The goal in reinforcement learning is to learn a policy 7 (-|s) that maximizes the expected cumulative
discounted reward in a Markov decision process (MDP), which is defined by a tuple (S, A, P, r, 7).
S, Arepresent state and action spaces, P(s’|s, a) and r(s, a) represent the dynamics and mean reward
function, and v € (0, 1) represents the discount factor. The effective horizon of the MDP is given by
H =1/(1 — 7). The Q-function, Q™ (s, a) for a given policy = is equal to the discounted long-term
reward attained by executing a at the state s and then following policy 7 thereafter. Q™ satisfies the
recursion: Vs,a € SxA, Q" (s,a) = 7(s,a)+7Eg p(.|s,a),a'~r(-|s') [Q(s';@")]. The value function
V™ considers the expectation of the Q-function over the policy V™ (s) = Eawr(s) [Q7 (s, a)].
Meanwhile, the Q-function of the optimal policy, Q*, satisfies the recursion: Q*(s,a) = r(s,a) +
Eg/p(.|s,a) [Maxar Q*(s’,a’)], and the optimal value function is given by V*(s) = max, Q* (s, a).
Finally, the expected cumulative discounted reward is given by J(7) = Eg ~, [V (s0)].

In offline RL, we are provided with a dataset D of transitions, D = {(s;,a;,r;,s})}}V, of size
|D| = N. We assume that the dataset D is generated i.i.d. from a distribution p(s, a) that specifies
the effective behavior policy mg(als) := u(s,a)/ >, u(s,a). Note that the data might itself be
generated by running a non-Markovian policy, but the marginal (s, a) distribution of this data would
always correspond to an effective behavior policy w3 (Puterman, 1994). Let n(s, a) be the number

of times (s, a) appear in D, and P(-|s,a) and 7 (s, a) denote the empirical dynamics and reward
distributions in D, which may be different from P and r due to stochasticity. Following Rashidinejad
et al. (2021), the goal of policy learning is to maximize performance of the learned policy 7 averaged
over the randomness in D:

SUbOPL(?) = Epmye [J(7*) = J(R)] = Ep [Beyy |V (50) = V7 (s0))|
We will evaluate both BC and offline RL performance using this suboptimality metric (Equation 3).

Dataset and MDP conditions. Here we introduce some conditions on the offline dataset and
MDP structure that we make for our analysis. The first characterizes the distribution shift between
the data distribution (s, a) and the normalized state-action marginal of 7*, given by d*(s,a) =
(1=7) Y20V P (s¢ = s,a; = a;7*), via a concentrability coefficient C*.

Condition 3.1 (Rashidinejad et al. (2021), Concentrability of the data distribution). Define C* to be
the smallest, finite constant that satisfies: d*(s,a)/u(s,a) < C* Vs € S,a € A

Intuitively, the coefficient C* scales with how suboptimal the data y(s, a) is relative to the optimal
m*, where C* = 1 corresponds to data from 7*.

The next condition we consider is that the discounted return for any trajectory in the MDP is bounded
by a constant, which w.l.o.g., we assume to be 1.

Condition 3.2 (Ren et al. (2021), the value of any trajectory is bounded by 1). The infinite-horizon
discounted return for any trajectory T = (sq, a9, 7o, S1, - - ) is bounded as "o o v'ry < 1.

This condition holds in sparse-reward environments, particularly those where an agent succeeds or
fails at its task once per episode. This is common in domains such as robotics (Singh et al., 2020;
Kalashnikov et al., 2018b) and games (i.e., winning or losing) (Bellemare et al., 2013). However, it
is violated in dense reward tasks, such as MuJoCo locomotion benchmarks (Fu et al., 2020), where
a reward is assigned at every time step. It is important to note that this assumption is only used
in analysis to derive bounds that are sub-linear in horizon H; our results can be generalized to
environments where the returns are bounded by a function of horizon.

Notation. Let n A 1 = max{n, 1} be shorthand. Denote ¢ = polylog(|S|, H, N). For simplicity of
analysis, we let ¢ change with context as done in Ren et al. (2021), so ¢ is a different polylogarithmic
quantity each time it appears. For d-dimensional vectors x,y, we use x() to denote its i-th entry,
and define V(x,y) = >. x(i)y(i)* — (3, x(¢)y(i))?. If x is a probability vector, i.e. x; > 0 and

S, x(i) = 1, then we can write V(x,y) = 32, x(i) (y(i) — (¥, x(i")y(i)))*.

3
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4 THEORETICAL COMPARISON OF BC AND OFFLINE RL

In this section, we present performance guarantees for BC and offline RL, and characterize scenarios
where offline RL algorithms will outperform BC. We first present general upper bounds for both
algorithms in Section 4.1 under the conditions discussed in Section 3. Then, we compare the
performance of BC and RL when provided with the same data generated by an expert in Section 4.2
and when RL is given noisy, suboptimal data in Section 4.3. Our goal is to characterize the conditions
on the environment and offline dataset where RL can outperform BC.

4.1 GENERAL PERFORMANCE GUARANTEES OF BC AND OFFLINE RL

In this section, we analyze a generic algorithm for BC and offline RL, respectively. Each algorithm
attains optimal scaling in suboptimality, and can be treated as theoretical representatives for their
respective family of methods. For brevity, we consider a conservative offline RL algorithm (as defined
in Section 2) in the main paper and defer analysis of a policy-constraint one to the Appendix. Both
algorithms are detailed in Algorithms 1 and 2, respectively.

Guarantees for BC. For analysis purposes, we consider a BC algorithm that matches the empirical
behavior policy on states in the offline dataset, and takes uniform random actions outside the support
of the dataset. This BC algorithm was also used in prior work (Rajaraman et al., 2020), and is no
worse than other schemes for acting at out-of-support states, in general. Denote the learned BC policy
as Tg, then Vs € D, wa(als) < n(s,a)/n(s), and Vs ¢ D, 7a(als) < 1/|A|. We adapt the results
presented in Rajaraman et al. (2020) to the setting with Conditions 3.1 and 3.2. BC can only incur
a non-zero asymptotic suboptimality (i.e., , does not decrease to 0 as N — c0) in scenarios where
C* =1, as it aims to match the data distribution x(s, a), and a non-expert dataset will inhibit the
cloned policy from matching the expert 7*. The performance for BC is given in Theorem 4.1.

Theorem 4.1 (Performance of BC). Under Conditions 3.1 and 3.2, the suboptimality of BC satisfies
(C*—1)H . |S|H

SubOpt(7s) < 5 N

A proof of Theorem 4.1 is presented in Appendix B.1. The first term is the additional suboptimality
incurred due to discrepancy between the behavior and optimal policies. The second term in this bound
is derived by bounding the expected visitation frequency of the learned policy 7g onto states not
observed in the dataset. The analysis is similar to that for existing bounds for imitation learning (Ross
& Bagnell, 2010; Rajaraman et al., 2020). We achieve O(H ) suboptimality rather than O(H?) due
to Condition 3.2, since the worst-case suboptimality of any trajectory is 1 rather than H.

Guarantees for conservative offline RL. We consider guarantees for a class of offline RL algorithms
that Illaintain conservative value estimator such that the estimated value lower-bounds the true one,
i.e., VT < VT for policy m. Existing offline RL algorithms achieve this by subtracting a penalty
from reward either explicitly (Yu et al., 2020; Kidambi et al., 2020) or implicitly (Kumar et al.,
2020). We only analyze one such algorithm that does the former, but we believe the algorithm
can serve as a theoretical model for general conservative offline RL algorithms, where analyzing
similar algorithms can be accomplished using the same outline. The algorithm we consider is
similar in spirit to VI-LCB proposed by Rashidinejad et al. (2021) that subtracts penalty b(s, a)
from the reward during value iteration; we consider a different penalty that results in a tighter
bound. The estimated Q-values are obtained by iteratively solving the following Bellman backup:
Q(s,a) + 7(s,a) — b(s,a) + Y., P(s'|s,a) maxa Q(s’,a’). The learned policy is then given by
7*(s) « arg max, Q(s, a). Building on work in online RL (Zhang et al., 2021), our specific b(s, a)
is derived using Bernstein’s inequality, and is shown below:

V(ﬁ(‘sa a)v V)L

n(s,a) A1) (n(s,a) A1) (n(s,a)Al)’

The performance of the learned policy 7* can then be bounded as:

Theorem 4.2 (Performance of our generic conservative offline RL algorithm). Under Conditions 3.1
and 3.2, the policy T* found by the generic conservative offline RL algorithm satisfies

S|H:  C*|S|H
SubOpt(7*) < 1/ & |]‘ff| ¢ C |J‘f,| g

4
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We defer a proof for Theorem 4.2 to Appendix B.2. On a high level, we first show that our algorithm
is always conservative, i.e., Vs, V(s) < V7 (s), and then bound the total suboptimality incurred as a
result of being conservative. Our bound in in Theorem 4.2 improves on existing bounds in two ways:
(1) by considering pessimistic value estimates, we are able to remove the strict coverage assumptions
used by Ren et al. (2021), and (2) we eliminate an additional |S| factor by introducing s-absorbing
MDPs for each state as done in Agarwal et al. (2020a). In addition, compared to the pessimistic
algorithm in Rashidinejad et al. (2021), our bound enjoys better scaling in H.

4.2 COMPARISON UNDER EXPERT DATA

We first compare the performance bounds from Section 4.1 when the offline dataset is generated from
expert demonstrations. In relation to Condition 3.1, this corresponds to small C*. Specifically, we
consider C* € [1,1+O(1/N)] so that the suboptimality of BC in Theorem 4.1 scales as O(|S|H/N).
In this regime, we perform a nuanced comparison by analyzing specific scenarios where RL may
outperform BC. We consider the case of C* = 1 and C* = 1 + O(1/N)) separately.

What happens when C* = 1? In this case, we derive a information-theoretic lower-bound of
|S|H/N for any offline algorithm. Our result in Theorem 4.3 utilizes the analysis of Rajaraman et al.
(2020) but additionally factoring in Condition 3.2.

Theorem 4.3 (Information-theoretic lower-bound for offline learning with C* = 1). For any learner
T, there exists an MDP M satisfying Assumption 3.2, and a deterministic expert 7*, such that the
expected suboptimality of the learner is lower-bounded:

sup SubOpt(7) =
M,m*

|S|H

The proof of Theorem 4.3 uses the same hard instance from Theorem 6.1 of Rajaraman et al. (2020),
except that one factor of H is dropped due to Condition 3.2. The other factor of H arises from the
performance difference lemma and is retained. In this case, where BC achieves the lower bound up to
logarithmic factors, we argue that we cannot improve over BC. This is because the suboptimality
of BC is entirely due to encountering states that do not appear in the dataset; without additional
assumptions on the ability to generalize to unseen states, offline RL must incur the same suboptimality,
as both methods would choose actions uniformly at random. Hence, Theorem 4.3 shows the negative
result that no algorithm can outperform BC when C* = 1 exactly.

However, we argue that even with expert demonstrations as data, C* = 1 is an unrealistic assumption.
Naively, it seems plausible that the expert who collected the dataset did not perform optimally at
every transition; this is often true for humans, or stochastic experts as e-greedy of maximum-entropy
policies. In addition, a scenario where C* > 1 when the expert always behaves optimally is under
distribution shift of the environment. One practical example of this is when the initial state distribution
changes between dataset collection and evaluation (e.g., , in robotics (Singh et al., 2020), or self-
driving (Bojarski et al., 2016)). Since the normalized state-action marginals d*(s, a), (s, a) are
impacted by p(s), this would lead to C* > 1 even when the expert behaves exactly as 7*.

What happens when C* = 1 4+ O(1/N)? Here C* is small enough that BC still achieves the

same optimal O(|S|H/N) performance guarantee. However, there is suboptimality incurred by BC
for even states that appear in the dataset due to distribution shift, which allows us to argue about
structural properties of MDPs that allow offline RL to perform better across those states, particularly
for problems with large effective horizon H. We motivate one such structure below.

In several practical RL problems, only a small fraction of states that appear in a trajectory require
precise action selection. This means that the return of any trajectory can mostly be explained by the
actions taken in those states, which we call critical states. This can occur when there exist a large
proportion of states where it is not costly to recover after deviating from the optimal trajectory, or
when there exist a large volume of optimal trajectories. For instance, in a robotic grasping task, if the
robot is not close to the object, the robot can take many possible actions and still pick up the object
in the end (Kalashnikov et al., 2018a). Similarly, for navigation problems where there exist wide,
unobstructed areas, many trajectories exist to traverse those areas (Savva et al., 2019). In contrast, in
environments such as cliffwalk, every state is critical, as an incorrect action at a given state will cause
the agent to fall off the cliff (Schaul et al., 2015). Formally, critical states are defined as:



Under review as a conference paper at ICLR 2022

Definition 4.1 (Critical states). A state s is said to be non-critical, i.e., s € S\ C if the advantage of
any action a € A is close to 0 under the optimal policy, i.e, |max, Q*(s,a’) — Q*(s,a)| < e/H.

Condition 4.1 (Volume of critical states is small.). Jp. € (0,1) that satisfies: |C| < p.|S]|.

We can show that, if the MDP satisfies having a small fraction or volume of critical states, then
conservative offline RL enjoys stronger guarantees than BC.

Corollary 4.1 (Performance of conservative offline RL with critical states). Under Conditions 4.1,
3.1 and 3.2, the policy T* found by the conservative offline RL satisfies

. p.C*|S|He  p.C*|S|Ht
< .
SubOpt(7*) <4/ N + N +e

For ¢ = O(VH), if the environment satisfies p. = O(1/v/H), meaning we encounter O(v/H)
critical states on average in any trajectory, then we achieve better scaling in H with offline RL than
BC. Note that BC does not enjoy the benefit of few critical states because it is agnostic to the reward
of the environment and therefore limited by the O(H ) suboptimality of the behavior policy.

4.3 COMPARISON UNDER NOISY DATA

In practice, it is often much more tractable to obtain suboptimal demonstrations rather than expert
ones. From Theorem 4.1, we see that for C* = 1 + Q(1/+/N), BC will incur suboptimality that is
worse asymptotically than offline RL. In constrast, from Theorem 4.2, we note that offline RL does
not scale nearly as poorly with increasing C*. Since offline RL is not as reliant on the performance
of the behavior policy due to explicitly modeling the rewards, we hypothesize that RL can actually
benefit from suboptimal but well-explored data. In this section, we aim to answer the following
question: Can offline RL with suboptimal data outperform BC with an equal amount of expert data?

We show in Corollary 4.2 that if the suboptimal dataset D satisfies an additional coverage condition,
then running conservative offline RL will attain a O(+/H ) suboptimality in the horizon. This implies,
perhaps surprisingly, that for long horizon tasks offline RL using noisy D can outperform even BC
on expert data for this task. This conclusion has important consequences in practice when learning
from demonstrations — it indicates that in tasks with large horizon H, and limited capability to
collect demonstrations, it is advisable to run offline RL on noisy, suboptimal data. Suboptimal data
is generally cheap to collect in domains such as robotics (Kalashnikov et al., 2018b; Singh et al.,
2020; Mandlekar et al., 2021) by running noisy scripted policies, or computer systems (Liu et al.,
2020a; Trofin et al., 2021) by running heuristics; such data also be automatically generated via
data-augmentation, as was done in self-driving (Bojarski et al., 2016) and robotics (Rao et al., 2020).

Our coverage condition is that the data distribution sufficiently covers the optimal policy distribution.

Condition 4.2 (Coverage of the optimal policy). 3b € [log H/N, 1) such that u satisfies: ¥(s,a) €
S X A where d*(s,a) > b/H, we have u(s,a) > b.

Intuitively, this means that the data distribution puts sufficient mass on states that have non-negligible
but low density in the optimal policy distribution. Note that this is a weaker condition than prior works
that require (1) full coverage of the state-action space, and (2) enforce a constraint on the empirical
state-action visitations /i(s, a) instead of the data distribution p(s, a) (Ren et al., 2021; Zhang et al.,
2021). This condition is reasonable when the dataset is large and is collected by a behavior policy that
performs some exploration on the state space, e.g., e-greedy or a maximum-entropy expert policies.

Corollary 4.2 (Performance of conservative offline RL with noisy data). If i satisfies Condition 4.2,
and under Conditions 3.1 and 3.2, the policy T found by conservative offline RL satisfies:

~ H, H. C*|S|e
7)</ == 4 4/
SubOpt(7*) < b + b + Vb + .

If b = O(H/N), then the bound in Corollary 4.2 has O(v/H) scaling, rather than O(H) for BC
from the lower-bound in Theorem 4.3. Thus, when the data satisfies mild coverage conditions, offline
RL performs better in long-horizon tasks compared to even BC with the same amount of expert data.
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4.4 COMPARISON OF GENERALIZED BC METHODS AND OFFLINE RL

So far we have studied scenarios where offline RL can outperform naive BC. One might now wonder
how offline RL methods perform relative to generalized BC methods that additionally use reward
information to inform learning. We study two such approaches: (1) filtered BC (Chen et al., 2021),
which only fits to the top k-percentage of trajectories in D, measured by the total reward, and (2)
BC with one-step policy improvement (Brandfonbrener et al., 2021), which fits a Q-function for the
behavior policy, then uses the values to perform one-step of policy improvement over the behavior
policy. In this section, we aim to answer how these methods perform relative to RL.

Filtered BC. In expectation, this algorithm uses N samples of the offline dataset D for « € [0, 1]
to perform BC on. This means that the upper bound (Theorem 4.1) will have worse scaling in V.
For C* = 1, this leads to a strictly worse bound than regular BC. However, for suboptimal data,
the filtering step could decrease C* by filtering out suboptimal trajectories, allowing filtered BC to
outperform traditional BC. Nevertheless, from our analysis in Section 4.3, offline RL is still preferred
to filtered BC because RL can leverage the noisy data and potentially achieve sub-linear suboptimality

O(v/H) in the horizon, whereas even filtered BC would always incur O(H) suboptimality.

BC with policy improvement. This algorithm utilizes the entire dataset to estimate the Q-value of the
behavior policy, @%ﬁ , and performs one step of policy improvement using the estimated Q-function,
typically via an advantage-weighted update: 7' (als) = Ts(a|s) exp(nH A74 (s, a))/Z1(s). When
would this algorithm perform poorly compared to offline RL? Intutively, this would happen when
multiple steps of policy improvement are needed to effectively discover high-advantage actions under
the behavior policy. This is the case when the the behavior policy puts low density on high-advantage
transitions. In Theorem 4.4, we show that more than one step of policy improvement can improve the
policy under Condition 4.2 for the softmax policy parameterization (Agarwal et al., 2021a).

Theorem 4.4 (One-step is worse than k-step policy improvement). Assume that the learned policies
are represented via a softmax parameterization (Equation 3, Agarwal et al. (2021a)). Let 7% denote
the policy obtained after k-steps of policy improvement using exponentiated advantage weights. Then,
under Condition 4.2, the performance difference between 7 and @' is lower-bounded by:

k
k 1 C*H.
% E log Z+(s)
t=1

~k\ _ ~1y > Vo
J (@) J(W)NHUESNM N
A proof of Theorem 4.4 is provided in Appendix B.5. This result implies that when the average
exponentiated empirical advantage 1/k Zle log Z(s) is large enough (i.e., > ¢ for some universal
constant), which is usually the case when the behavior policy is highly suboptimal, then for k =
O(H), multiple steps of policy improvement will improve performance, i.e., J(7%) — J(7!) =
O(H — \/H/N), where the gap increases with a longer horizon. This is typically the case when the
structure of the MDP allow for stitching parts of poor-performing trajectories. One example is in
navigation, where trajectories that fail may still contain segments of a successful trajectory.

5 EMPIRICAL EVALUATION OF BC AND OFFLINE RL

Having characterized scenarios where offline RL methods can outperform BC in theory, we now
validate our results empirically. Concretely, we aim to answer the following questions: (1) Does
offline RL trained on expert data outperform BC on expert data in practice? (2) Does offline RL
trained on suboptimal, noisy data outperform BC on expert data?, and (3) How does full offline RL
compare to the generalized BC methods studied in Section 4.4? We will first validate our findings on
a tabular gridworld domain, and then on several high-dimensional offline RL problems.

Diagnostic experiments in gridworld. We first evaluate tabular versions of the BC and offline RL
algorithms analyzed in Section 4.1 on sparse-reward 10 x 10 gridworlds environments (Fu et al.,
2019). Complete details about the setup can be found in Appendix D.1. On a high-level, we consider
three different environments, each with varying number of critical states, from “Single Critical” with
exactly one, to “Cliffwalk” where every state is critical and veering off yields zero reward. The
baselines we consider are: naive BC (BC), conservative RL (RL-C), policy-constraint RL (RL-PC), and
generalized BC with one-step and k-step policy improvement (BC-PI, BC-kPI).

In the left plot of Figure 1, we show the return (normalized by return of the optimal policy) across
all the different environments for optimal data (C* = 1) and data generated from the optimal policy
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but with a different initial state distribution (C* > 1 but 7(:|s) = 7*(+|s)). As expected from our
discussion in Section 4.2, BC performs best under C* = 1, but RL performs much better when
C* > 1; also BC with one-step policy improvement outperforms naive BC for C* > 1, but does not
beat RL. In Figure 1 (right), we vary C* by interpolating the dataset with one generated by a random
policy, where « is the proportion of random data. RL performs much better over all BC methods,
when the data supporting our analysis in Section 4.3. Finally, BC with multiple policy improvement
steps performs better than one step when the data is noisy, which validates Theorem 4.4.
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Figure 1: Offline RL vs BC on gridworld domains. Left: We compare offline RL and BC algorithms on three
different gridworlds with varying number of critical points for expert and near-expert data. Right: Taking the
“Multiple Critical” domain, we examine the effect of increasing the noisiness of the dataset by interpolating it
with one generated by a random policy, and show that RL improves drastically with increased noise over BC.

Evaluation in high-dimensional tasks. Next, we turn to deep offline RL.
We consider a diverse set of domains (shown on the right) and behavior
policies that are representative of scenarios where we would decide between

offline RL and BC: multi-stage robotic manipulation tasks from state (Adroit E
domains from Fu et al. (2020)) and image observations (Singh et al., 2020), ﬂ
antmaze navigation (Fu et al., 2020), and 7 Atari games (Agarwal et al., o g
2020b). We use the scripted expert provided by Fu et al. (2020) for antmaze A d
and the one provided by Singh et al. (2020) for manipulation, an RL-trained expert for Atari, and
human expert for Adroit (Rajeswaran et al., 2018). In scenarios where suboptimal data is used to
train offline RL, we use failed attempts to solve the task from a noisy expert policy (i.e., previous
policies in the replay buffer for Atari, and noisy scripted experts for antmaze and manipulation). All
these tasks utilize sparse rewards such that the return of any trajectory is bounded by a constant much
smaller than the horizon. We use CQL (Kumar et al., 2020) as the base offline RL method, and utilize
the approach by Brandfonbrener et al. (2021) as a representative BC-PI method.

Tuning offline RL and BC. Naively running offline RL can lead to poor performance, as noted
by prior works (Mandlekar et al., 2021; Florence et al., 2021). This is also true for BC, but, some
solutions such as early stopping based on validation losses, can help improve performance. We claim
that a similar tuning strategy is also crucial for offline RL. In our experiments we utilize the offline
workflow proposed by Kumar et al. (2021c) to perform policy selection, and address overfitting and
underfitting, purely offline. When the Q-values learned by CQL are extremely negative (typically on
the Adroit domains), we utilize dropout with probability 0.4 on the layers of the Q-function to combat
overfitting. On the other hand, when the Q-values exhibit a relatively stable trend (e.g., in Antmaze
or Atari), we utilize the DR3 regularizer (Kumar et al., 2021a) to increase capacity. Consistent with
prior work, we find that naive offline RL generally performs worse than BC without offline tuning,
but we find that offline-tuned offline RL generally outperforms BC. To make a stronger comparison,
we tuned BC using the online rollouts. We applied regularizers such as dropout on the BC policy to
prevent overfitting in Adroit, and utilized a larger ResNet (He et al., 2016) architecture for the robotic
manipulation tasks and Atari domains. For BC, we report the performance of the best checkpoint
found during training, giving BC an unfair advantage, but we still find that offline-tuned offline RL
performs better. More details about tuning can be found in Appendix E.

Answers to questions (1) to (3). For (1), we run CQL and BC on expert data in each task, and
present the comparison in Table 1 and Figure 2. Observe that while naive CQL performs comparable
or worse than BC in this case, after tuning on offline data following the procedure proposed by Kumar
et al. (2021c), CQL outperforms BC. This tuning does not require any additional online rollouts, and
as discussed before, and corrects for underfitting and overfitting completely offline. Note that while
BC performs better or comparable to RL for antmaze (large) with expert data, it performs worse than
RL when the data admits a more diverse initial state distribution such that C* # 1, even though the
behavior policy matches the expert.
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Domain / Behavior Policy \ Task/Data Quality \ BC Naive CQL Tuned CQL
AntMaze (scripted) Medium, Expert 53.2%+8.7% 20.8% +1.0%  55.9% + 3.2%
Large, Expert 4.83%+0.8% 0.0% + 0.0% 0.0% =+ 0.0%

Medium, Expert w/ diverse initial 55.2%+6.7% 19.0% £52% 67.0% +7.3%

Large, Expert w/ diverse initial 1.3%=+0.5% 0.0% £ 0.0 51% + 6.9%

Manipulation (scripted) pick-place-open-grasp, Expert 14.5%+1.8% 12.3%+5.3% 23.5%+6.0%
close-open-grasp, Expert 17.4%+3.1% 20.0%+6.0% 49.7% +5.4%

open-grasp, Expert 33.2%+8.1% 22.8%+5.3% 51.9% +6.8%

Adroit (Human) hammer-human-vl1, Expert | 71.0% £ 9.3% 62.5% +39.0% 78.1% =+ 6.7%
door-human-v1, Expert | 86.3% +6.5% 70.3% +272% 79.1% + 4.7%

pen-human-v1, Expert | 73.0 % £+ 9.1% 64.0% = 6.9% 74.1% =+ 6.1%

relocate-human-v1, Expert 0.0% + 0.0% 0.0% + 0.0% 0.0% + 0.0%

Table 1: Offline RL vs. BC with expert dataset compositions averaged over 3 seeds. While naive offline RL
often performs comparable or worse than BC, the performance of offline RL improves drastically after offline
tuning. Also note that offline RL can improve when provided with diverse initial states in the Antmaze domain.
Additionally, note that offline-tuned offline RL outperforms BC significantly in the manipulation domains.

Median QM Mean Optimality Gap
BC with PI (Noisy Expert) 1 1 1 1
BC (Expert) 1 1 1 1
Naive CQL (Expert) 1 1 1 I
Tuned CQL (Expert) 1 1 1 1
CQL (Noisy Expert) [ | ] ]
04 06 08 10 0.6 0.8 1.0 0.6 0.8 1.0 02 03 04

Normalized Score
Figure 2: IQM performance of various algorithms evaluated on 7 Atari games under various dataset composi-

tions (per game scores in Table 3). Note that offline-tuned CQL with expert data (“Tuned CQL”) outperforms
cloning the expert data (“BC (Expert)”), even though naive CQL is comparable to BC in this setting. When CQL
is provided with noisy-expert data, it significantly outperforms cloning the expert policy.

For (2), we compare offline RL trained on noisy-
expert data with BC trained on on an equal
amount of expert data, on domains where noisy-
expert data is easy to generate: specifically (a)
manipulation domains (Table 2) and (b) Atari
games (Figure 2). Observe that CQL attains
better performance compared to BC and also
improves over only using expert data. The per-
formance difference also increases with H, i.e., open-grasp (H = 40) vs pick-place-open-grasp
(H = 80) vs Atari domains (H = 27000). This validates that offline RL with noisy-expert data can
outperform BC with expert data, particularly on long-horizon tasks.

Task BC (Expert)

14.5% + 1.8%
17.4% £+ 3.1%
33.2% £ 8.1%

CQL (Noisy Expert)

85.7% £ 3.1%
90.3% =+ 2.3%
92.4% + 4.9%

pick-place-open-grasp
close-open-grasp
open-grasp

Table 2: CQL with noisy-expert data vs BC with expert
data with equal dataset size on manipulation tasks. CQL
outperforms BC as well as CQL with only expert data.

Finally, for (3), we compare CQL to a representative BC-PI method (Brandfonbrener et al., 2021)
trained using noisy-expert data on Atari domains, which present multiple stitching opportunities.
The BC-PI method estimates the Q-function of the behavior policy using SARSA and then performs
one-step of policy improvement. The results in Figure 2 support what is predicted by our theoretical
results, i.e., BC-PI still performs significantly worse than CQL with noisy-expert data, even though
we utilized online rollouts for tuning BC-PI and report the best hyperparameters found.

6 DISCUSSION

In this paper, we sought to understand when offline RL methods are preferable over BC ones,
when both are provided with optimal or near-optimal demonstration data. While in the worst case,
both methods attain similar performance on expert data, additional structural assumptions on the
environment can provide offline RL with a significant advantage. Perhaps surprisingly, we also show
that running RL on noisy-expert, suboptimal data attains more favorable guarantees compared to
running BC on expert data for the same task, using equal amounts of data. Empirically, we observe
that tuned offline RL algorithms can outperform BC on various practical problems domains, with
different expert policy distributions. While our theoretical analysis identifies several cases where
offline RL can perform better than BC, and our empirical results support the conclusions obtained,
there is still plenty of room for further investigation. Our theoretical analysis can be improved to
handle function approximation, which would allow us to analyze modern deep offline RL methods.
Our empirical results suggest that better tuning strategies for offline RL will be crucial for good
performance, which is also a promising avenue for future work.
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REPRODUCIBILITY STATEMENT

For theoretical results, we provide explanations of all the assumptions and a complete proof of the
claims in Appendix B. We provide complete experimental details regarding the tasks and tuning
strategy in the Appendix E. Additionally, we follow the recommendations of Agarwal et al. (2021b)
for reliable evaluation in deep RL and report the statistical uncertainty in reported results including
aggregate performance metrics (Figure 2). We provide individual scores in Table 3 and we will
open-source our code.
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