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1. Introduction
Novel materials can revolutionize technologies,

addressing global challenges like climate change [1,
2], sustainable development [3, 4, 5], and public
health [6, 7]. To navigate vast chemical spaces and
complex structure-property relationships in mate-
rial discovery, researchers employ principle calcula-
tion through high-throughput simulations [8, 9, 10]
and machine learning (ML) [11, 12, 13] to expedite
discovery workflows. However, experimental ma-
terials’ heterogeneity from defects and impurities
presents obstacles not captured by basic structural
representations, causingMLmodels to gauge the ex-
perimental performance ineffectively. This necessi-
tates a foundationalmodel that bridgehumanunder-
standing, computational models, and experimental
realities while adapting across diverse tasks andma-
terial classes.
Large languagemodels (LLMs) [14, 15] canprocess

human-readable descriptions directly and general-
ize across tasks. Works like [16] demonstrate GPT
models’ efficacy for chemical tasks with scarce data.
However,many state-of-the-art LLMs remainpropri-
etary, requiring fine-tuning on proprietary servers
with high costs, limited customizability, and po-
tential privacy concerns. The main contributions
of this study are: 1) We propose DARWIN 1.5, an
open-source foundational LLM for materials sci-
ence. 2) The QA-multi (2-stage) strategy proves supe-
rior by integrating scientific literature comprehen-
sion with multi-task prediction capabilities, outper-
forming bothGPT-3.5 fine-tuning andGPT-4 prompt-
ing across diverse materials prediction tasks. 3)
Comprehensive ablation studies reveal that expo-
sure to diverse task formats enhances instruction-
following capabilities, while multi-task training en-
ables knowledge transfer between properties.

2. Methods
We constructed 22 tasks, comprising 5 classifica-

tion problems and 17 regression problems, which
characterize fundamental physical, chemical, and
electrochemical properties using various material
representations. To harness the full potential of

Fig. 1: Overview of DARWIN 1.5, with example input
and output.

LLMs for materials science applications, we con-
verted original datasets into language-interfaced for-
mat instructions [17] suitable for fine-tuning these
models. For example, an instruction may look like:
‘What is the band gap of given composition?’ with
input ‘CdCu2SnS4’, and our model should give a text
output ‘1.37’, which can be converted to a numeric
value. Before multi-task fine-tuning, we enhanced
LLMs’ scientific reasoning by incorporating scien-
tific QAfine-tuning alongsidemulti-task fine-tuning.
We used SciQAG framework [18] to generate 332,997
open-ended scientific QA pairs, preserving essen-
tial information from lengthy scientific texts, which
are particularly suitable for experimental contexts.
To maintain the model’s general language capabili-
ties and prevent overfitting to scientific content, we
balanced training with general QA pairs from the
Tulu dataset [19]. Details of data are available in Ap-
pendix B. We explore the impact of QA and multi-
task fine-tuning on 22 task performance using the
open-source LLaMA-7B [20]. Our experimental se-
tups include 4 specific fine-tuning strategies:
1) Single-task (Base-ST): Fine-tuning LLMs on in-
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dividual task training sets to establish baselines and
create task-specific models (22 separate models).
2) Multi-task (Base-MT): Fine-tuning LLMs on a

mixture of all 22 task datasets to create a single
model capable of handling all tasks.
3) QA-single (QA-ST): Two-stage approach where

LLMs are first fine-tuned on QA data (creating Base-
QA), then further fine-tuned on individual tasks (22
separate models).
4) QA-multi (QA-MT): Two-stage approach com-

bining QA and multi-task learning, where the Base-
QAmodel is further fine-tuned on amixture of all 22
task datasets.

3. Results
3.1 Results of QA and multi-task fine-tuning
As shown in Table 1, we compare different

fine-tuning strategies on performance of LLaMA-
7B on 22 tasks. Two-stage fine-tuning (QA-MT)
provides the best results by combining QA fine-
tuning and multi-task learning, showing average
improvements of 3.38% for classification tasks and
11.79% for regression tasks compared to the base-
line. QA-MT also outperforms GPT-3.5 (fine-tuned),
GPT-4 (few-shot), and traditional ML algorithms in
most tasks, demonstrating its effectiveness for di-
verse materials science applications. In a bandgap
case study (Appendix, our QA-MT model achieves
a performance comparable to the high-quality
Heyd–Scuseria–Ernzerhof (HSE) method and signif-
icantly outperforms the Perdew–Burke–Ernzerhof
(PBE) method.

Table 1: Performance comparison of different fine-
tuning strategies (CI andRI refers to performance
improvement on classification tasks and regres-
sion tasks, respectively)

Compare Strategy CI (%) RI (%)

vs. Base-ST
QA-ST 1.55 2.30
Base-MT 2.65 10.77
QA-MT 3.38 11.79

vs. Random-ST Random-MT 8.08 24.08
Base-ST 11.04 33.57

To evaluate how pre-training impacts fine-tuning
performance, we created "Random-ST" models by
fine-tuning the untrained model on single tasks,
and a "Random-MT" model through multi-task fine-
tuning, enabling direct assessment of pre-training’s
contribution to materials science tasks. Pre-training
and multi-task fine-tuning play complementary
roles in LLM performance. Pre-training provides
significant advantages (11.04% for classification and
33.57% for regression tasks) compared to randomly
initialized models, with greater benefits for gen-
eralmaterial representations (compositions, names)
than specialized ones (SMILES,MOFs)(see Appendix
). Multi-task fine-tuning can partially compensate

for lack of pre-training, suggesting that language-
interfaced multi-task learning effectively leverages
encoded knowledge to integrate diverse material
representations.

3.2 Investigating factors that affect prediction perfor-
mance
We conducted ablation studies using two rec-

ognized regression benchmark datasets: mat-
bench_exp_bandgap and matbench_steel. We
designedmultiple small-scale multi-task datasets by
combining each target dataset with various auxiliary
datasets:

Dmatbench = {(xi, yi) | xi ∈ Xcomp, yi ∈ R}
Dother = {(xi, yi) | xi ∈ XSMILES, yi ∈ R}
Dsyn_1 = {(xi, ỹi) | xi ∈ Xcomp, ỹi ∼ U(ymin, ymax)}
Dsyn_2 = {(x̃i, ỹi) | x̃i ∈ Xrand, ỹi ∼ U(ymin, ymax)}
Dsyn_3 = {(x̃i, yi) | x̃i ∈ Xrand, yi ∈ R}

where Xcomp and XSMILES represents composition-
based and SMILES material representations, ỹi is a
randomvalue sampled uniformlywithin the original
dataset’s property range, and x̃i ∈ Xrand represents
randomly generated alphabetical codes.

Table 2: Performance comparison using different
auxiliary datasets (The metrics here is MAE).

Auxiliary data Bandgap Steel

Base-ST 0.386 194.9
+Syn_1 0.659 220.5
+Syn_2 0.371 148.3
+Syn_3 0.371 128.9
+Other 0.368 116.0
+Matbench 0.289 109.9
+QA+Matbench 0.269 93.66

As shown in Table 2, auxiliary datasets gener-
ally improved performance except for +Syn_1 (con-
taining incorrect property data). Interestingly, com-
pletely fabricated +Syn_2 data improved model per-
formance by enhancing instruction-following abil-
ities through pattern recognition. +Syn_3, which
maintained authentic property distributions with
fabricated materials, performed slightly better than
+Syn_2.

4. Conclusions
Our study demonstrates that LLMs can effectively

internalizematerials science knowledge acrossmul-
tiple systems and modalities through multi-stage
training. The model develops sophisticated under-
standing of materials relationships through expo-
sure to scientific literature and multi-task training
data. The result is essentially a "materials science
GPT" - a foundational model that learns and reasons
about materials in ways that parallel human scien-
tific thinking, opening new possibilities for materi-
als discovery and design.
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Appendix A. Related work

Multi-task learning, as a ML strategy, offers a
promising alternative by enabling models to si-
multaneously learn multiple related tasks through
shared representations, thereby improving general-
ization capabilities [21]. It has demonstrated signifi-
cant value in materials science by effectively captur-
ing the inherent correlations among various mate-
rial properties [22]. When applying this strategy in
thematerials domain, several key factors are usually
considered: the careful identification and selection
of physically meaningful features derived from de-
scriptors associatedwith physical, chemical, and ge-
ometrical properties [23]; the reliance on standard-
ized representation formats such as SMILES strings

for polymeric materials [24] to ensure compatibil-
ity; and a focus on interrelated physical properties,
such as Formation Energy (∆Ef ), Band Gap (Eg),
and Fermi Energy (EF ) [22]. In contrast, LLMs
has potential to bypass these constraints as inher-
ently multi-task models. LLMs leverage natural lan-
guage as a universal carrier of information, allow-
ing them to process a diverse range of tasks and
datasets without the need for domain-specific fea-
ture selection. Recent works [16, 25, 26, 27] have
demonstrated the potential of LLM in materials sci-
ence; however, these studies focused on fine-tuning
separate models for individual property prediction
tasks, leaving the potential of a unified predictive
framework largely unexplored.

Appendix B. Datasets

To improve the capability of LLMs, we generated
scientific QA pairs as training set of QA fine-tuning
using SciQAG framework [18]. The main idea is to
train a QA generator to convert full-text scientific
papers into QA pairs and use an evaluator to filter
out those that do not meet quality standards. The
task of QA generator is defined as follows: given
seed input texts T , for each input text t, the gen-
erator should firstly generate 15 keywords k that
capture the most important terms and concepts in
the text, then generate a set S = {(qi, ai)}ni=1 fo-
cusing on the generated keywords k, where ∀i ∈
{1, ..., 10}, qi is the question and ai is the answer
to qi. To generate S, one should learn a genera-
tor G(S|T ; θ) with θ the model parameters. Thus,
given a new input text t̂, following G(S|T ; θ), one
can directly generate a Ŝ consisting of QA pairs (by
firstly generating 15 keywords to guide the QA gen-
eration). To fine-tune an open-source LLM as QA
generator, we first randomly selected 700 papers
from the paper collection as input to produce 7000
seed QA pairs by prompting GPT-4 (see ??). Then,
we fine-tuned llama3-64k model [15] on seed data.
The data employs the instruction schema [28] com-
posed of three elements: <instruction>, <input>,
and<output>. The seed QA generation prompt was
converted into the <instruction>. The seed paper
filled the <input> field, and the <output> were the
generated seed QA pairs. We concatenated the in-
struction and instance input as a prompt and train
the model to generate the instance output in a stan-
dard supervised way. Using the trained QA gen-
erator, we performed inference on the remaining
papers to form a training set. To reduce the oc-
currence of article-specific information in questions
(i.e., non-knowledge-based questions that can only
be answered using the given article information), a
simple rule-based approach was used to remove all
pairs containing “this paper" or “this study". The dis-
tribution of scientific QA categories of final 332,997
QA pairs can be found in A2.
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FAIR stands for ’Findable, Accessible, Interoper-
able, and Reusable’, which is a set of principles for
enhancing the value and accessibility of data [29].
Due to the strong impact of 4V (volume, variety, ve-
locity, and veracity) of big data onmaterials science,
efforts have been made in recent years to collect
comprehensive data from research groups world-
wide, including unpublished data, and ensure its
FAIRness [30]. We collect 21 open-accessed FAIR
datasets from highly cited publications in materials
science. 5 classification tasks and 17 regression tasks
are derived from these datasets according to their
property types. It is important to note that there is
not a one-to-one correspondence between tasks and
datasets. In some cases, multiple tasks are derived
from a single dataset. For instance, from theMoosa-
viDiversity dataset [31], we construct two regression
tasks, R5 and R6, which predict the log Henry’s Law
constant for CH4 and CO2, respectively, based on
SMILES representations. Conversely, some datasets
are consolidated into a single task to prevent data
leakage. For example, both the ESOL [32] and DLS-
100 [33] datasets, which focus on solubility predic-
tion, are merged into a single regression task (R17).
The visualization can be found in A1. Following task
partitioning, we design prompt templates to trans-
form tabular data samples into natural language sen-
tences suitable for each task. These templates follow
an instruction-based format to alignwith the LLaMA
fine-tuning paradigm. Detailed specifications of the
prompt templates are also provided.

• Matbench_is_metal [34]: Dataset from Zhuo
et al.’s work, containing 4921 chemical formu-
las for classifyingmetallicity from composition.
[Task: C1]

• Matbench_glass [35]: Retrieved from the
Landolt–Börnstein collection, containing 5680
chemical formulas for bulk metallic glass
formation ability classification. [Task: C2]

• Pei [36]: Dataset of 1252 observations (625
single-phase, 627 multi-phase alloys) for binary
classification of alloy phases. [Task: C3]

• WaterStability [37]: Dataset of water stability
for 200MOFs, includingmetal node, organic lig-
and, and molar ratios. Contains 170 pairs of ac-
tivated formula units and stability (high/low).
[Task: C4]

• UV [38]: Includes 18,309 experimental UV/vis
absorption maxima records. A subset of 5,158
SMILES is used for absorption region classifica-
tion (ultraviolet or visible). [Task: C5]

• NagasawaOPV [39]: Dataset of 1203 experimen-
tal OPV material parameters. Three regression
tasks: SMILES to bandgap, HOMO, and polydis-
persity index (PDI). [Tasks: R1, R2]

• Matbench_steels [34]: Retrieved from Citrine
informatics, containing steel yield strengths for
312 chemical formulas. [Task: R3]

• ChEMBL [40]: Curated database of 1899 bioac-
tive molecules, focused on lipophilicity (water-
octanol partition coefficient, logD). [Task: R4]

• MoosaviDiversity [31]: Dataset with 5941
SMILES and log Henry’s Law constants for CH4
and CO2 from experimental CoRE-2019 [41].
[Tasks: R5, R6]

• MoosaviCp [42]: Predicts the heat capacity of
materials using density functional theory sim-
ulations. [Task: R7]

• FreeSolv [43]: Experimental and calculated hy-
dration free energies for 641 SMILES. [Task: R8]

• photoswitch [44]: Contains 405 experimen-
tally determined photoswitch properties, used
to predict E-isomer transition wavelength from
SMILES. [Task: R9]

• SuperCon_ML [45]: Over 16,000 compositions
from SuperCon [46] database, used for critical
temperature (Tc) prediction. [Task: R10]

• UCSB+ESTM [47, 48]: Combination of UCSB
(1,100 thermoelectric materials) and ESTM
databases to predict thermoelectric figure of
merit (zT) for 5747 compositions with tempera-
ture conditions. [Task: R11]

• TADF [49]: Contains 5,349 TADF molecule
records. Three tasks: delayed lifetime (435 sam-
ples), emission wavelength (937 samples), and
photoluminescence quantum yield (719 sam-
ples). [Tasks: R12, R13, R14]

• Refractive [50]: 49,076 refractive index and
60,804 dielectric constant records on 11,054
unique chemicals. 6,262 pairs of compound and
refractive index. [Task: R15]

• Matbench_expt_gap [51]: Experimental band
gaps and DFT zero band gaps for 4604 com-
pounds. [Task: R16]

• Semiconductor [52]: Auto-generated database
of 100,236 semiconductor band gap records.
5,000 samples used for material name and aver-
aged bandgap prediction. [Task: R16]

• QMUG [53]: Quantummechanical properties of
665k biologically relevantmolecules. 6,592 sam-
ples for SMILES to HOMO-LUMO gap predic-
tion. [Task: R16]

• ESOL [32]: Compilation of aqueous solubility
(LogS) values for 927molecular compounds, rel-
evant for drug discovery. [Task: R17]

• DLS-100 [33]: 100 molecules with intrinsic aque-
ous solubility measurements, including a 75-25
training-test split. [Task: R17]
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Fig. A1: Visualization of multi-task dataset size. Labels of all percentages below 1% are hidden.

Label definition
<material_type>: The specific format (e.g. com-

position) used to represent a material’s characteris-
tics or structure.

<material_representation>: The actual repre-
sentation of material (e.g. TiO2), typically showing
its elemental composition or structural details.

<yes_no>: A binary response indicating the pres-
ence or absence of a specific characteristic. The for-
mat typically follows the pattern “Yes/No".

<has_>: A linguistic marker that indicates the
presence or absence of a specific material property
or characteristic, typically used to explicitly state
whether a material possesses a particular attribute.
It connects the material representation with a spe-
cific property in a grammatically complete state-
ment. The format typically follows the pattern
“has/have/does not have".

<property>: A characteristic or attribute (e.g.
bandgap) of a material that describes its behavior,
performance, or physical characteristics.

<property_value>: The numerical or quantita-
tive measurement of a specific property of the ma-
terial.

• Classification templates

Template 1:
Instruction: Tell me if
given <material_type> <has_>
<property>.
Input: <material_representation>
Output: <yes_no>,

<material_representation>
<has_> <property>.

Template 2:
Instruction: Does given
<material_type> <has_>
<property>?
Input: <material_representation>
Output: <yes_no>,
<material_representation>
<has_> <property>.

• Regression templates

Template 1:
Instruction: Given a
<material_type>, write its
<property>.
Input: <material_representation>
Output: <property_value>.

Template 2:
Instruction: Predict the
<property> of this given
<material_type>.
Input: <material_representation>
Output: <property_value>.

Template 3:
Instruction: What is the
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Fig. A2: Visualization of QA data categories.

<property> of this given
<material_type>?
Input: <material_representation>
Output: <property_value>.

Note: The above templates are applicable to
data conversion for most tasks, with individual
tasks having some adjustments. Please refer to
the following examples for specifics.

Appendix C. GPT baselines and machine learn-
ing baselines

In Figure A3, we compare the performance of
QA-MT with closed-source GPT-series models and
competitive ML algorithms (‘Machine learning re-
sults’ section in Methods). For the GPT-series, we
conducted single-task fine-tuning experiments with
GPT-3.5 and few-shot prompting with GPT-4 [54] (the
maximum file upload size per fine-tuning job is lim-
ited to 16MB and our data volume exceeded this size
limitation for both the first-stage QA and the second-
stage multi-task fine-tuning). The results show
that QA-MT consistently outperforms GPT-3.5 (fine-
tuned) and GPT-4 (few-shot) across most tasks. No-
table exceptions are observed in tasks C4 (MOF, wa-
ter stability) and R5 (SMILES, log Henry’s Law con-

stant for CO2), where the GPT-series models slightly
surpass QA-MT. Additionally, QA-MT achieves bet-
ter performance than the ML baselines in 11 out
of 14 tasks where ML baselines are available, high-
lighting its effectiveness in handling diverse mate-
rial science applications. We include results from
several ML models as references, like CrabNet [55],
MODNet (v0.1.1) [56], and AMMExpress v2020 from
matbench [34] and ML algorithm Gaussian process
regression (GPR) used in GPTchem [16]. For some
tasks, we directly use the ML result from its original
papers of FAIR dataset. It should be noted that ML
result of each task was individually trained on a spe-
cific single-task data. TakeGPR forR1 andGPR forR2
as an example, they are results from two GPR mod-
els trained on R1 and R2 task data, respectively. For
each ML algorithm we used in this study, it usually
receives only one kind of input format and does not
have results for all tasks. And due to different repre-
sentation formats of the input, not all tasks have ML
baselines. For example, R16 task data contains com-
mon names of the materials which cannot be con-
verted into input of ML algorithms.
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Fig. A3: Comparison ofmodel performance relative toQA-MT across tasks. Points on the left of the vertical line
indicate poorer performance compared to QA-MT. The x-axis represents the performance ratio, where a
value of -1 indicates performance 100% worse than QA-MT. For tasks with more than one ML results, the
best one is used in this visualization.

Appendix D. Fine-tuning strategy

For all QA-generator model, QA-base model and
ST/MT models, We fine-tune the LLaMA models fol-
lowing establishedmethods, using a setup of 8xAMD
MI250X GPUs and employing the Brain Floating
Point 16 (BF16) data format for an optimal balance
between precision and computational efficiency.
For inference, we use a temperature of 0.6 and top_p
of 0.9 for logical and diverse text generation.
Similarly, for QA-base model and MT model, the

LLaMA-7b model is fine-tuned. DeepSpeed stage
2 [57] is employed with a batch size of 2 per de-
vice.During inference, we set the temperature to 0.8
and top_p to 0.75, which makes text generated more
logical with rich vocabulary.
In experiments involving the gpt-series mod-

els, we use gpt-3.5-turbo-0613 for fine-tuning and
gpt-4-0613 for few-shot learning. For training, we
utilize default parameters determined algorithmi-
cally by Azure OpenAI based on the size of the train-
ing data. During inference, we set the temperature
to 0.8 to enhance generation diversity.

Appendix E. The application of QA-MT on
bandgap prediction

The bandgap, a fundamental electronic property
of materials, is the energy difference between the
highest occupied molecular orbital (valence band)
and the lowest unoccupied molecular orbital (con-

duction band). It plays a crucial role in deter-
mining a material’s electrical and optical proper-
ties, making it a key parameter in fields like tran-
sistors [58], photovoltaics [59], and light-emitting
diodes (LEDs) [60]. For AI models in materials sci-
ence, predicting bandgaps serves as a robust bench-
mark to evaluate their effectiveness and adaptability
to domain-specific tasks. Accurate bandgap predic-
tions can indicate a model’s capability in capturing
essential material properties.
We compare several common methods for

bandgap prediction with our QA-MT model, includ-
ing:
1. Perdew–Burke–Ernzerhof (PBE) [61]: A gener-

alized gradient approximation (GGA) functional for
density functional theory (DFT) that improves upon
local density approximation (LDA) by including elec-
tron density gradients.
2. Heyd–Scuseria–Ernzerhof (HSE) [62]: A hybrid

functional that combines PBE with a fraction of ex-
act exchange at short ranges, providing better ac-
curacy but requiringmore computational resources.
Its accuracy for wide band gap materials can be en-
hanced by increasing the short-range Hartree-Fock
exchange component, while maintaining semicon-
ductor accuracy [63].
3. GW Approximation [64]: A many-body per-

turbation theory approach that calculates the elec-
tronic self-energy by expanding it in terms of the
single particle Green’s function (G) and the screened
Coulomb interaction (W).
4. AFLOW [65]: A PBE-trained ML model
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which predicts various material properties, includ-
ing bandgaps, focusing on efficiency and scalability.
We predict bandgap for 7 specific compositions,

unseen in QA-MT corresponding training set, that
cover a wide energy range. These materials were
chosen as test cases because researchers have thor-
oughly studied them using various theoretical meth-
ods, making them valuable benchmarks for evaluat-
ing new exchange-correlation functionals. We cal-
culated results from each method, including Mean
Absolute Deviation (MAD) and Root Mean Squared
Error (RMSE) compared to experimental bandgap
values (Eg,exp). They both evaluate the error between
predicted and observed values, while RMSE penal-
izes larger errors more significantly. PBE method
suffers from DFT systematic error and usually un-
derestimates the bandgap values compared with the
experimentalEg,exp. Comparedwith PBE,HSE raises
more computational cost but the discrepancy be-
tween computation and experiment has undoubt-
edly been reduced. GW, the most complex and com-
putational expensive one, shows the most accurate
results (0.12MADand 0.15RMSE) for test cases. Com-
pared with these first-principle methods, AFLOW
has improved based on PBE but still far from HSE,
with lower inference costs and faster speed as a ML
algorithm. It also has same systematic error as PBE
since it trained using PBE values. Our model QA-MT
achieves a MAD of 0.51 and an RMSE of 0.65, which
are comparable to the HSE results. This shows that
our model, while not reaching GW’s accuracy, per-
forms significantly better than other methods like
PBE and AFLOWE.
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Fig. A4: Comparison between true and predicted bandgap values, with percentage error
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