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1 NOTES ON SUPPLEMENTARY MATERIALS
The supplementary materials provide additional details of the pro-
posed methods and experimental results. The summary of the sup-
plementary materials is as follows:

• Details of the proposed physical model-based Enhancement
Module (EHM) are provided in Section 2.

• A joint training method for the proposed EHM with the
universal detector Uni-YOLO is provided in Section 3.

• The physical representation of the developed UAV detection
platform is provided in Section 4.

• More visual detection results in the real world based on our
UAV detection platform are provided in Section 5.

2 THE DETAIL ARCHITECTURE OF THE EHM
Our EHM has a two-branch architecture to enable the estimation
of two sets of physical parameters using a single backbone. This
efficient architecture enables real-time detection performance.

As shown in Figure 3, the backbone is designed as a dense connec-
tion with four convolutional layers to enable the fusion of feature
information at multiple scales. We ensure that the output size of
each convolutional layer is consistent with the input image by ad-
justing the size of the convolutional kernel and the size of the zero
padding. Then, the multi-scale feature group is divided into two fea-
ture branches according to an adaptively weighted architecture, the
first feature group mainly contains the dehazing map information,
and the second feature group mainly contains the correction map
information. The feature pooling and 1D convolution perform the
adaptive weighting. Finally, the two weighted features are individ-
ually converted into the dehazing map 𝐷𝑀 (𝑥) and the correlation
map 𝛾𝑟,𝑔,𝑏 (𝑥) by adjusting the number of channels through convo-
lution layers. Table 7 shows the detailed parameters of our EHM
and the corresponding output size.

Table 7: The parameter details of the proposed EHM. We use
c to denote the input channel number, k to denote the kernel
size, and p to denote the zero padding number.

Layers Configurations Output Size

Input Degraded Images ℎ ×𝑤 × 3
Conv 1 𝑐 = 3, 𝑘 = 3, 𝑝 = 1 ℎ ×𝑤 × 8
Conv 2 𝑐 = 8, 𝑘 = 3, 𝑝 = 1 ℎ ×𝑤 × 8
Conv 3 𝑐 = 16, 𝑘 = 3, 𝑝 = 1 ℎ ×𝑤 × 8
Conv 4 𝑐 = 24, 𝑘 = 3, 𝑝 = 1 ℎ ×𝑤 × 8
Conv 5 𝑐 = 32, 𝑘 = 3, 𝑝 = 1 ℎ ×𝑤 × 3
Conv 6 𝑐 = 32, 𝑘 = 3, 𝑝 = 1 ℎ ×𝑤 × 3

3 THE JOINT TRAINING METHOD FOR EHM
To achieve adaptive detection-friendly enhancement for input im-
ages, the proposed EHMuses a joint trainingmethod. First, the EHM
is sequentially trained using the low-light enhancement dataset
and scattering recovery dataset to provide it with initial enhance-
ment capability. It is then trained jointly with the universal detector
to achieve adaptive detection-friendly enhancement. The specific
steps of the training method are summarised in Algorithm 3.

Algorithm 3 The Training Method for our EHM

Input: Degraded images with their clear reference (𝑖𝑚𝑔𝑑𝑒 , 𝑖𝑚𝑔𝑟𝑒 );
Detection images with their annotations (𝑖𝑚𝑔, 𝑙𝑎𝑏𝑒𝑙).
// Step 1. For pre-training of the 𝐸𝐻𝑀 (𝑖𝑚𝑔).

1: for 𝑘 in (𝑖𝑚𝑔𝑑𝑒 (𝑛), 𝑖𝑚𝑔𝑟𝑒 (𝑛)) do
2: Update the network 𝐸𝐻𝑀 (𝑖𝑚𝑔𝑑𝑒 (𝑘)), with the perceptual

loss: 𝐿𝑜𝑠𝑠𝑝𝑐 (𝐸𝐻𝑀 (𝑖𝑚𝑔𝑑𝑒 (𝑘)), 𝑖𝑚𝑔𝑟𝑒 (𝑘)).
3: end for

// Step 2. For joint training of the EHM and Uni-YOLO.
4: Constructing integrated model: Uni-YOLO Θ(𝑖𝑚𝑔) with EHM.
5: for𝑚 in (𝑖𝑚𝑔(𝑛), 𝑙𝑎𝑏𝑒𝑙 (𝑛)) do
6: Update the network 𝐸𝐻𝑀 (𝑖𝑚𝑔(𝑚)) and Uni-YOLO

Θ(𝑖𝑚𝑔(𝑚)) using 𝐿𝑜𝑠𝑠𝑔𝑜𝑐 , 𝐿𝑜𝑠𝑠𝑟 and 𝐿𝑜𝑠𝑠𝑐𝑜𝑛 .
7: end for

Output: The trained EHM for detection-friendly enhancement.

4 THE DEVELOPED UAV PLATFORM
Based on the proposed Uni-YOLO, we developed a UAV system for
detecting objects in the open world. Figure 7 shows the physical
representation of the UAV detection system. With low energy con-
sumption and long endurance, our UAV detection system can be
used in various real-world environmental monitoring tasks.

Figure 7: The physical representation of the UAV detection
system. The MANIFOLD 2 (with Jetson TX2) is our computa-
tion platform for the proposed OARE-based detector.
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Figure 8: Illustration for the zero-shot detection performance of Uni-YOLO based on the developed UAV in the open world. (a)
Low illuminance and hazy conditions. (b) Low illuminance conditions. (c) Natural desert scenes. (d) Nature park scenes. These
images show the real-time detection when the UAV is in flight, showing detection results every 5 seconds.

5 THE DETECTION RESULTS BASED ON UAV
We use the developed UAV detection platform to detect objects in
the open world. Figure 8 shows some detection results of our UAV-
based Uni-YOLO while the UAV is in flight. (a) In low illuminance
and hazy conditions, the candidate objects of interest to the user are
"car" and "truck". (b) In low illuminance conditions, the candidate
objects of interest to the user are "people" and "car". (d) In natural

desert scenes, the candidate object of interest to the user is "horse".
(b) In natural park scenes, the candidate objects of interest to the
user are "people", "toolbox" and "lamp". The detection results show
that our Uni-YOLO can provide robust detection performance in
various harsh and normal conditions. In addition, we also provide
a video to show the detection performance of Uni-YOLO in a real-
world nighttime scene (please refer to "test.mp4").
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