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A GENERATION OF SENTENCE-LEVEL LABEL

In this section, we provide a detailed explanation of the generation
process for sentence-level labels employed in Eq. (14) as outlined
in the main manuscript. Within the hierarchical semantic associ-
ation learning, we leverage sentence-level labels denoted as 7y ;
to establish associations between node states and instructions at
the sentence level. However, these sentence-level correspondences
are typically absent in existing datasets, and rendering manual an-
notation is impractical due to its time-intensive nature. Drawing
inspiration from prior research works [3, 7] in the indoor vision-
and-language navigation (VLN) task, we propose an economically
efficient template matching approach to generate pseudo-labels 7; ;,
derived from the coarse supervision provided by the correspon-
dence between trajectories and instructions available in the datasets.
Please note that these sentence-level labels are not required in the
inference stage.

Specifically, the generation process is structured into three dis-
tinct steps: instruction stage segmentation, trajectory stage seg-
mentation, and stage matching, as depicted in Figure S1. Initially,
we segment the instruction into multiple navigation stages by iden-
tifying key phrases that signify state transitions, such as directional
changes (e.g., ‘'make a right, "turn left’) and stopping actions. A
navigation stage is defined as a sub-navigation segment during
which the agent moves straightforwardly until a directional change
or stop is required. Subsequently, we segment the trajectory into
multiple navigation stages by identifying actions that denote state
transitions (e.g., ‘RIGHT’, ‘LEFT’, and ‘STOP’), which involves re-
constructing the sequence of navigation actions from the trajectory
data. Finally, we validate the correspondence between instruction
stages and trajectory stages to derive the sentence-level labels. This
process entails matching the stages by their numbers and ensuring
the consistency of state transition words.

More formally, given the one-to-one correspondence between
the instruction and trajectory stages of a successfully matched
sample, the sentence-level relevance labels can be calculated as
follows:

s _ o)
i={ PP &
0,p5 # Py,

where p7 denotes the output of instruction segmentation, indicating
the index of the navigation stage corresponding to the i-th sentence
in the instruction. And p{,t represents the output of trajectory seg-
mentation, specifying the stage index corresponding to node v;.
Conversely, if alignment fails for a particular sample, the gener-
ation of sentence-level relevance labels is deemed unsuccessful.
Considering that the matching confidence varies across samples,
we utilize a set of weights y;, € [1,0.7,0.5,0.2] to represent different
levels of matching confidence. These weights serve to adjust the
Lisa loss (Eq. (14)) during training, with higher weights attributed
to samples exhibiting stronger alignment confidence.

B IMPLEMENTATION DETAILS

Our model is trained on 1 Nvidia GeForce RTX 4090 GPU, and it
takes around 13 hours to train the model on each dataset. Following
the setting of previous works [6, 8], we use an Adam[4] optimizer
with a learning rate of 0.0005 to train the model. We also follow
previous works to train the model for 150 epochs and select the
model with the highest task completion (TC) performance on the
development set for comparisons with other methods.

C COMPARISONS WITH SOTA METHODS ON
ADDITIONAL METRICS

To facilitate a comprehensive comparison between our Loc4Plan
method and previous state-of-the-art (SOTA) approaches, we sup-
plement the metrics presented in the main manuscript with results
from two additional evaluation metrics, namely Normalized Dy-
namic Time Warping (nDTW) and Success weighted by normalized
Dynamic Time Warping (SDTW). Results on these additional met-
rics are reported in Tables S1 and S2. The nDTW metric assesses
the overlap between the agent’s trajectory and the ground truth
across all routes, offering a holistic measure of trajectory fidelity.
On the other hand, SDTW, by weighting nDTW with episode suc-
cess, provides insights into both the success rate and trajectory
fidelity, particularly focusing on successful episodes.

As demonstrated in Tables S1 and S2, our Loc4Plan method
consistently outperforms competing approaches in terms of both
the nDTW and SDTW metrics across the Touchdown and map2seq
datasets. These findings substantiate the superiority of our approach
in addressing the challenges of outdoor VLN tasks.
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Instruction Stage Segmentation

Align yourself so that the blue bikes are on your left. Head up to
the intersection to make a right. | You‘ll make another right very
shortly after.| Head down this street and you’ll see tons of blue
bikes lines up on each other. Stop in front of the fifth row.l

Sentence-level

Labels ™

Number Matching

MALlign yourself so that the blue bikes are on your left.
@Head up to the intersection to make a right.

@You'll make another right very shortly after.

@Head down this street and you'll see tons of blue
bikes lines up on each other.
®Stop in front of the fifth row.

Transition Matching
Right turn

—

Right turn

———>

Stop

Stage Matching
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Trajectory Stage Segmentation

[FORWARD , FORWARD , FORWARD , FORWARD ,
FORWARD , FORWARD , FORWARD , RIGHT ,

FORWARD , FORWARD , FORWARD , FORWARD ,
FORWARD , FORWARD , FORWARD , FORWARD ,
RIGHT ,

FORWARD , FORWARD , FORWARD , FORWARD ,
FORWARD , FORWARD , FORWARD , FORWARD ,
FORWARD , FORWARD , FORWARD , FORWARD ,
FORWARD , FORWARD , FORWARD , STOP]

Figure S1: The illustration of sentence-level label generation. ©-@ is the index of each sentence in the instruction. By identifying
state transition in navigation, we divide the instruction and trajectory into several stages. Then we perform stage matching
between the instruction stages and trajectory stages to generate sentence-level relevance labels.

Table S1: Results on Touchdown for the seen and unseen scenarios with nDTW and SDTW metrics.

Seen Unseen
dev test dev test
Model nDTW] SDTW] nDTW] SDTW]  nDTW{ SDTW{ nDTW{ SDTW]
GA[1, 2] 25.2 11.1 24.9 10.9 4.0 1.5 33 1.2
RCONCATJ[2, 5] 22.5 9.8 22.9 11.1 5.2 3.0 3.9 1.7
VLN Transformer[8] 23.0 12.9 25.3 14.0 4.7 1.9 5.2 23
ORAR[6] 45.1 28.3 44.9 27.4 22.2 14.3 21.6 13.6
ours 48.7 32.7 47.9 30.2 28.1 19.2 26.2 17.4

Table S2: Results on map2seq for the seen and unseen scenarios with nDTW and SDTW metrics.

Seen Unseen
dev test dev test
Model nDTWT SDTW| nDTW] SDTW]  nDTW| SDTW| nDTW] SDTW]
GA[1, 2] 15.2 7.6 13.5 6.7 1.2 0.6 1.5 0.5
RCONCAT([2, 5] 16.7 10.3 13.5 6.7 2.0 1.2 1.2 0.5
VLN Transformer[8] 31.1 17.5 29.5 15.9 6.2 - 6.1 -

ORAR([6] 60.0 41.1 57.8 39.5 41.0 25.8 42.2 28.3

ours 63.2 45.6 60.3 42.8 47.3 32.5 47.2 31.3
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