
Figure 7: Autoencoder - Pytorch (NEW). We perform tridiag-SONew comparison with KFac [1], Eva [2],
FishLeg [3] on the Autoencoder benchmark. We keep the batch size=1000 for all experiments. Eva is trained for
100 epochs, and for others we change number of epochs to train such that each experiment takes same amount
of time. Each optimizer is tuned using 600 hyperparameters using NNI [4]. KFac and FishLeg optimizers’
preconditioner is updated once every 10 steps. We observe that tridiagg-SONew beats all the baselines by large
margin.

(a) Valid. error rate on ViT (b) Valid. avg precoision on OGBG

Figure 8: Large Scale Benchmarks with Momentum and RmsProp baselines added. (a) VIT benchmark - Since
all baselines take similar time, we plot performance wrt steps. (b) GraphNetwork benchmark - in the Figure 1,
we plotted performance wrt steps. Since Shampoo takes more time per step, we ran Shampoo on 80% fewer
steps, so that end-to-end time taken is same by all the optimizers. We observe that tridiag-SONew outperforms
even Shampoo in wall clock time, while simultaneously taking much less memory.
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