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ABSTRACT

Creativity has long been considered one of the most difficult aspect of human in-
telligence for Al to mimic. However, the rise of Large Language Models (LLMs),
like ChatGPT, has raised questions about whether Al can match or even surpass
human creativity. We present CREATIVITY INDEX as the first step to quantify the
linguistic creativity of a text by reconstructing it from existing text snippets on
the web. CREATIVITY INDEX is motivated by the hypothesis that the seemingly
remarkable creativity of LLMs may be attributable in large part to the creativ-
ity of human-written texts on the web. To compute CREATIVITY INDEX effi-
ciently, we introduce DJ SEARCH, a novel dynamic programming algorithm that
can search verbatim and near-verbatim matches of text snippets from a given doc-
ument against the web. Experiments reveal that the CREATIVITY INDEX of pro-
fessional human authors is on average 66.2% higher than that of LLMs, and that
alignment reduces the CREATIVITY INDEX of LLMs by an average of 30.1%. In
addition, we find that distinguished authors like Hemingway exhibit measurably
higher CREATIVITY INDEX compared to other human writers. Finally, we demon-
strate that CREATIVITY INDEX can be used as a surprisingly effective criterion for
zero-shot machine text detection, surpassing the strongest existing zero-shot sys-
tem, DetectGPT, by a significant margin of 30.2%, and even outperforming the
strongest supervised system, GhostBuster, in five out of six domains.

1 INTRODUCTION

Creativity has long been considered one of the most challenging “holy grail” of human intelligence
for AI to mimic (Hasselberger & Lott, 2023). However, Large Language Models (LLMs) such as
ChatGPT have taken the world by storm with their creative power. From generating poetry (Sawicki
et al.;|Deng et al.,|2024bj Sawicki et al., 2023) and composing music (Ding et al., 2024;|Deng et al.,
2024a; [Liang et al.| [2024) to designing artwork (Makatura et al., 2024; Jignasu et al., 2023; [Lim!
et al.| [2024) and crafting compelling narratives (Yuan et al.l [2022; Mirowski et al., 2023aj [Ippolito
et al.,|2022), LLMs take only seconds to produce outputs that would rival or even surpass the work
of human creators. This proficiency has even sparked a growing trend of using LLMs for content
creation in industrial settings. For example, major studios in Hollywood have integrated LLMs
into production processes such as movie scriptwriting (Carnevalel [2023). While studio executives
are optimistic about using LLMs to streamline production and reduce costs, Hollywood writers are
deeply concerned about being replaced by the rapid integration of LLMs in the industry, leading to
a five-month writers’ strike (Koblin & John, [2023)).

While science fiction writer Ted Chiang characterizes LLMs as a blurry JPEG of the web (Hubert
et al.,|2024), many others wonder whether Al can indeed match or surpass the creativity of humanity.
After all, LLMs have consumed orders of magnitude more works of writing than any single human
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could ever read, thus it may seem possible that LLMs could consequently reach a new level of
literary sophistication and creativity beyond that of humanity at large.

To answer this question, the first step is to assess the level of creativity in machine texts compared
to human texts. Creativity is a complex and ambiguous process that is challenging to define and
quantify (Csikszentmihalyil {1997} |Glaveanu et al.,[2020; Eagleman & Brandt, [2017}; |Paeth). Several
previous studies have attempted to quantify creativity in writing by developing specific rubrics and
asking human evaluators to score the writing based on these criteria. [Vaezi & Rezaei| (2018) devel-
oped a comprehensive rubric to assess fiction writing, while|Biggs & Collis|(1982) used a taxonomy
of structural complexity to categorize creative writing. More recently, (Chakrabarty et al.[(2024)) ap-
plied the Torrance Test of Creative Thinking to evaluate the creativity of short stories generated by
LLMs in terms of fluency, flexibility, originality and elaboration. While these rubric-based methods
are valuable, scaling them up to evaluate large amounts of texts generated by LLMs is impractical
due to the reliance on human evaluators.

In this work, we propose CREATIVITY INDEX, a novel statistical measure of creativity in text. The
key intuition underlying CREATIVITY INDEX is to quantify the degree of linguistic creativity of
a given text by reconstructing that text via mixing and matching of a vast amount of existing text
snippets on the web (See Figure [Th; 24 additional examples in Appendix Fig. 5] to Fig. [30). The
underlying premise of our work is that the seemingly remarkable creativity of LLMs may be in large
part attributable to the remarkable creativity of human-written texts on the web. This contrasts with
distinguished human authors such as Hemingway, whose original content and unique writing style
cannot be easily replicated by simply assembling snippets from other works. To test this, we provide
a novel computational approach to systematically attribute machine text to web texts. Specifically,
we introduce DJ SEARCHE] a novel dynamic programming algorithm that can efficiently search for
verbatim and near-verbatim matches of text snippets from a given document against the web. Here,
near-verbatim matches are defined as close paraphrases, characterized by high semantic similarity.
Our algorithm combines strict verbatim matching using Infini-gram (Liu et al., 2024])), which allows
for fast retrieval of any existing sequence of words, with near-verbatim semantic matching achieved
through a novel application of Word Mover’s Distance (WMD) (Kusner et al., |2015) computed on
the word embeddings of text snippets.

The contribution of our work is threefold: First, we introduce the CREATIVITY INDEX to reveal
novel insights about machine creativity and human creativity. We find that the CREATIVITY INDEX
of human authors—specifically professional writers and historical figures—is on average 66.2%
higher than that of LLMs. This creativity gap is consistent across various domains—novel snippets,
modern poems, and speech transcripts—at both verbatim and semantic levels. Moreover, we notice
that Reinforcement Learning from Human Feedback (RLHF), a widely used alignment method,
dramatically reduces the CREATIVITY INDEX of LLMs, by an average of 30.1%. This reduction
is more significant at the verbatim level than the semantic level, indicating that LLMs may have
converged to certain linguistic style preferred by humans during alignment. Furthermore, we explore
creativity differences among various groups of humans. Despite in-group variance, famous authors
of classic literature, like Hemingway and Dickens, exhibit the highest levels of creativity, consistent
with their levels of renown.

Second, we introduce DJ SEARCH as an efficient algorithmic tool to trace the usage of existing text
snippets from the web that LLMs incorporate to compose new generations. The power of LLMs
arises from training exhaustively on existing human-written texts on the web, and it is meaningful to
trace back and acknowledge the human writers whose work empowers these models’ outputs—just
as we credit original composers when enjoying a DJ’s remix.

Finally, we demonstrate a novel use of CREATIVITY INDEX as a surprisingly effective criterion for
zero-shot black-box machine text detection. Our method is ready to deploy out-of-the-box, requiring
no training or prior knowledge of the text generator. It not only surpasses the strongest zero-shot
baseline, DetectGPT (Mitchell et al.,[2023al)), by a significant margin of 30.2%, but also outperforms
the strongest supervised baseline, GhostBuster (Verma et al.,|2024)—which requires expensive data
collection for supervised training—in five out of six domains.

We believe that our study will enhance the understanding of LLMs and guide informed usage of con-
tent created by LLMs, by providing an interoperable and scalable measurement to assess creativity

'The name DJ SEARCH is inspired by the way a DJ creates a remix by blending pieces of existing music.
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Figure 1: a: Example outputs from DJ SEARCH. We asked ChatGPT to generate an abstract
based on the title of Prof. Michele Elam’s paper, "Poetry Will Not Optimize; or, What Is Literature
to AI?” The abstract generated by ChatGPT contains significantly more verbatim
and near-verbatim matches with existing texts on the web compared to the original abstract written
by Prof. Elam. b: Definition of CREATIVITY INDEX. CREATIVITY INDEX is mathematically
equivalent to the area under the L-uniqueness curve across a range of minimum n-gram lengths
L. The L-uniqueness of ChatGPT is noticeably lower than that of proficient human writers across
various context granularities (i.e., n-gram lengths) in all domains, leading to a significantly higher
CREATIVITY INDEX for human writers compared to ChatGPT.
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in machine texts. Additionally, we hope that the out-of-the-box machine text detection enabled by
the CREATIVITY INDEX can empower individuals to discern between human texts and machine
texts, fostering a more informed and critical engagement with information in the digital age.

2 METHOD

CREATIVITY INDEX The key intuition underlying CREATIVITY INDEX is to quantify the degree
of linguistic creativity of a given text by estimating how much of that text can be reconstructed by
mixing and matching a vast amount of existing text snippets on the web, as shown in Figure [Th.
Specifically, CREATIVITY INDEX assesses the extent to which the content of the text can be traced
back to similar or identical contexts found in other existing texts. This metric is grounded in the
notion of originality from creative thinking in psychology literature, which is defined as the statistic
rarity of a response or an idea (Torrance} |1966; Crossley et al.,[2016).

Concretely, let x be a text whose creativity we aim to quantify, such as a speech transcript or a poem,
either human written or machine generated. Let an n-gram of x be any contiguous sequence of n
words of x, and let x;.;1,, be the n-gram of x starting in the i-th word. Let C' be a massive reference
corpus of publicly available texts on the web , and let f be a binary function that determines whether
an m-gram X;.; 4+, occurs anywhere in the corpus C. We define the L-uniqueness of a text x as
the proportion of words w € X such that none of the n-grams in x that include w occur in the
corpus C for n > L—denoted uniq(x, L). Intuitively, L-uniqueness measures the proportion of
x’s words that are used in novel contexts (here, n-grams), unseen across a vast text collection C.
Thus, a higher L-uniqueness implies a higher level of originality of x. Formally, uniq(x, L) =

P 1 f(Xisin, ©) = 0 Vi € (k—n, K], n > L}/|Ix

Note that when fixing x, the function uniq(x, L) is monotonically increasing as L grows. Its im-
proper integral—) | ., uniq(x,n)—is an indicator of the overall uniqueness of x across various
context granularities (i.e., n-gram lengths), and because of uniq(x, L)’s monotonicity it indirectly
measures uniqueness growth speed. We thus define CREATIVITY INDEX as ) - ; uniq(x, n), with
higher CREATIVITY INDEX indicating greater linguistic originality with respect to the corpus C, as
shown in Figure [Ip.

, where trivially uniq(x, L) € [0, 1].

When a text x is part of the reference corpus C, its CREATIVITY INDEX would trivially become zero.
This issue often arises with works from famous authors, as their writings are widely available online.
To address this, for human texts written before the cutoff date of the reference corpus, we exclude
any document d € C' that contains copies, quotations, or citations of x and compute CREATIVITY
INDEX using this filtered corpus, detailed in Appendix

DJ SEARCH To enable the use of our CREATIVITY INDEX it is vital to compute it efficiently. For
the efficient computation, we introduce DJ SEARCH, a dynamic programming algorithm designed
to radpily identify the set of all x’s n-grams (n > L) that occur in the corpus C.

A brute force approach would independently check if every n-gram of x occurs in C, performing a
quadratic number of f evaluations with respect to x’s length, and thus making it too computationally
expensive. Instead, we design a two-pointer method (Laaksonen, 2020) that takes only a linear
number of f evaluations, as illustrated in Figure [2| The key idea is to reduce finding all n-grams
occurring in C' to identifying the longest n-gram occurring in C' starting at each index ¢: once
those have been found, it is trivial to deduce all the n-gram occurring in C' by computing their
subsequences. Concretely, we progressively analyze the whole document x by iteratively searching
for the longest n-gram that starts at each index ¢ and occurs in C, using f as the assessment. Once
we have found such longest n-gram starting at ¢, we crucially reuse computations for 7 + 1 by noting
that f(Xi.i4n,C) = 1 implies f(X;11.i4n,C) = 1. Thus, we always analyze n-grams starting
and/or ending at a later endpoint than before, which upper bounds the number of analyzed n-grams
(i.e., the number of f calls) to at most 2||x||. The implementation is detailed in Appendix [A.1]

In addition to minimizing the number f evaluations, DJ SEARCH optimizes the time complexity of
each evaluation. f determines whether a n-gram x;.;4.,, occurs in the corpus C' either exactly or in
a semantically similar way—e.g., a paraphrase of X;.;4,, exists in C. Semantic similarity is often
computed using text embeddings, which are fixed-length vector representations of text meanings.
This reduces measuring text similarity to computing vector distance. Text embeddings, typically
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Figure 2: An illustration of DJ Search algorithm. A brute force approach would independently
check if every n-gram of x occurs in C, performing a quadratic number of f evaluations with respect
to x’s length (i.e., checking every cell in the grid). DJ SEARCH is a two-pointer method that takes
only a linear number of f evaluations. By progressively analyzing n-grams starting and/or ending
at a later endpoint than before, DJ SEARCH limits the total number of f evaluations to 2||x||. In this
example, the minimum n-gram length L is set to 5.

generated by complex models (e.g., BERT (Devlin et al.,[2019), RoBERTa (Liu et al., 2019), Span-
BERT (Joshi et al.| |2020)) lack linearity, requiring independent computation for each n-gram in x
and C. To alleviate this issue we use Word Mover’s Distance (WMD) (Kusner et al., [2015), an
optimal transport-inspired metric that measures distance between two n-grams by combining word
embedding distances between each n-gram’s words. WMD enables optimizing f’s computation, as
pairwise distances between word embeddings can be pre-computed for every pair of words, and then
be reused in every function call of f to identify n-grams in C' that are semantically similar to the
ones in X. The implementation is detailed in Appendix [A.2]

To further boost efficiency, and given that occurrences of X;.; 4, are more likely in texts similar
to X, we estimate f by computing WMD only for the texts in C' most similar to x, as identified
by BM25 (Robertson & Walker, [1994). Moreover, exact occurrences of X;.; 1, in C represent
a less costly special case in computing f. We further optimize f’s computation by using Infini-
gram (Liu et al.| [2024)), which finds exact matches of X;.;4,, in C' in milliseconds; WMD is com-
puted only if no matches are found by Infini-gram.

3 EVALUATION

How does the creativity of language models compare to humans? We compute the CREATIV-
ITY INDEX for machine texts and human texts across three creative writing tasks: novel writing,
poetry composition, and speech drafting. For human texts, we use book snippets in the Book-
MIA (Shi et al., [2024) dataset, popular modern poems collected by PoemHunter.com, and famous
speeches from the American Rhetoric speech bank. For machine texts, we prompt LLMs to generate
several paragraphs of novels, poems, or speeches, starting with an initial sentence from existing hu-
man writings in each category (see Appendix [B.T]for details). We experiment with state-of-the-art
LLMs, including GPT-3 (Brown et al., 2020), ChatGPT (Ouyang et al.,[2022)), LLaMA 2 Chat (Tou-
vron et al., [2023)), Tulu 2 (Ivison et al., 2023, and OLMo Instruct (Groeneveld et al., [2024)). For
open-source and open-weight models, we use the largest model size available from each model
family. We use RedPajama (Computer}, 2023)), a large-scale English corpus with 900 million web
documents, as the reference corpus. The models we analyze are primarily pre-trained on the web
data available before the cutoff date of the reference corpus RedPajama. We will discuss later how
to handle newer models, such as GPT-4 (OpenAl et al., 2023)), given that it was largely trained on
more recent web data and third-party private data, both of which fall outside the reference corpus.
We restrict the matching criteria to verbatim matches only in the first experiment. We will ablate the
effect of different matching criteria, prompt formats, decoding strategies, context length, and model
sizes in later experiments.


https://www.poemhunter.com
https://www.americanrhetoric.com/speechbank.htm
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Figure 3: a-¢: CREATIVITY INDEX in novel writing (a), poetry composition (b) and speech writing
(c) based solely on verbatim matches. d: CREATIVITY INDEX in novel writing considering both
verbatim and semantic matches. e: L-uniqueness in novel writing with respect to the minimum
n-gram length L for humans and OLMo. f-g: CREATIVITY INDEX of LLMs before and after RLHF
in novel writing, based solely on verbatim matches (f) and based on both verbatim and semantic
matches (g). h: L-uniqueness in novel writing with respect to number of documents in the reference
corpus. i: L-uniqueness when search over the top 50 documents in novel writing. j: The number of
reference documents required to keep L-uniqueness below 50% in novel writing. k-1: CREATIVITY
INDEX of GPT-4 compared to humans in novel writing based on verbatim matches, using a machine-
generated reference corpus sourced from the instruction-aligned version of Gemma-7B, Llama3-8B,
and Mixtral-7B, as well as a combination of all three. m: CREATIVITY INDEX of different groups
of human writers. n: Detection AUROC across various domains: our approach sets a new state-of-
the-art for zero-shot detection, even surpassing supervised baselines.
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Figure 4: a-c: CREATIVITY INDEX of ChatGPT in novel writing based on verbatim matches, with
different prompt formats (a), p values in top-p decoding (b) and prompt length (¢). d: CREATIVITY
INDEX of LLaMA 2 Chat and Tulu 2 with different model sizes.

Our primary finding is that humans consistently exhibit a much higher level of creativity compared
to any LLM across all tasks (Fig. [Bh-c). Averaged across all models, the CREATIVITY INDEX of
humans is 52.2% higheff| than LLMs in novel writing (p = 6.9 x 10~27, by Mann-Whitney U test
unless otherwise specified; N = 600), 31.1% higher in poetry composition (p = 1.5 x 1071%; N =
600) and 115.3% higher in speech drafting (p = 6.1 x 1073, N = 600). This suggests that human
writings are composed of far more unique combinations of words and phrases compared to model
generations. On the other hand, the differences in model creativity are much smaller and show very
low statistical significance (p = 0.09; N = 1500).

Furthermore, we experiment with different prompt formats on top of ChatGPT, intentionally encour-
aging creativity in the model’s generations by incorporating instructions such as ‘push for creative
ideas, unique emotions, and original twists,” ‘be bold and creative,” or ‘you are a creative writer.’
(Fig. [p) For a full list of the prompts we used, please see Appendix We found that the
difference in the CREATIVITY INDEX of ChatGPT across different prompts is minimal, with no
statistical significance (p = 0.23; N = 600). We also experimented with different decoding strate-
gies by varying the p value in top-p decoding (Fig. ). Although a higher p value resulted in a
marginally higher CREATIVITY INDEX, the difference was minimal and not statistically significant
(p = 0.23; N = 600). Moreover, we ablate the effect of prompt length by varying the number
of sentences from human writings included in the prompt (Fig. dc). We found that longer prompts
tended to result in a slightly higher CREATIVITY INDEX, likely due to the model copying more from
the longer human text in the prompt. However, the statistical significance of these differences is very
low (p = 0.13; N = 600). Lastly, we analyze the effect of different model sizes for LLaMA 2 Chat
and Tulu 2, but do not observe a consistent trend (p = 0.12; N = 600) (Fig. ).

How do different matching criteria affect creativity measurement? We experiment with re-
stricting valid matches to verbatim only, and with allowing both verbatim and semantic matches.
First, the creativity gap between humans and LLMs becomes even larger when considering semantic
matches in addition to verbatim matches (Fig. ). Averaged across all models, the CREATIVITY
INDEX of human, based on both verbatim and semantic matches, is 102.5% higher than LLMs in
novel writing (p = 2.6 X 10*12; N = 600), whereas based on verbatim matches alone, the CRE-
ATIVITY INDEX of human is 52.2% higher than LLMs. Second, semantic matches provide more
signal for analyzing the uniqueness of longer n-grams (Fig. [3). For example, while the gap in
L-uniqueness at L = 11 between human text and machine text from OLMo Instruct is 3.7% based
on verbatim matches alone, this gap widens to 16.3% when considering both verbatim and semantic
matches (p = 3.1 x 10~7; N = 600). This indicates that although some of the longer n-grams in
machine text may appear unique at the verbatim level, they are similar to certain text snippets in the
reference corpus at the content level.

What impact does RLHF have on model creativity? RLHF aims to align model’s outputs with
human preferences, enhancing LLMs’ ability to follow instructions and improving their safety and
adaptability. To understand the impact of RLHF on model creativity, we compare the CREATIVITY
INDEX of the LLMs before and after RLHF alignment. Specifically, we experiment with GPT
Base (Brown et al., 2020), LLaMA 2 Base (Touvron et al., [2023), and OLMo Base (Groeneveld
et al.l [2024) and compare their creativity with their counterparts post-RLHF alignment. Our main

CREATIVITY INDEX (human) — CREATIVITY INDEX (model)

2 : ; .
The percentage difference computed using the formula: CREATIVITY TNDEX (model)
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finding is that the CREATIVITY INDEX of models after RLHF alignment is much lower than those
before RLHF (Fig. 3f-g). Based on verbatim match alone, the CREATIVITY INDEX of LLMs reduces
by an average of 30.1% after RLHF (p = 1.3 x 107'2; N = 600). Based on both verbatim
and semantic matches, the CREATIVITY INDEX of LLMs decreases by an average of 8.9% after
RLHF (p = 0.01; N = 600). We notice that the reduction of CREATIVITY INDEX after RLHF is
noticeably larger when considering verbatim matches alone. We speculate that models might have
learned certain linguistic styles preferred by humans during RLHF, leading to a decreased surface
form diversity in its outputs.

How do overlapped n-grams distribute in the reference corpus? In addition to measuring the
amount of matched n-grams in a given text, we also investigate the distribution of these n-grams in
the reference corpus. We aim to understand whether these matched n-grams are spread across many
documents or concentrated in a few. Specifically, we identify the top /N documents that contain
the highest amount of matched n-grams and result in the minimum L-uniqueness for a given text.
This problem can be reduced to the maximum coverage problem (Nemhauser et al. [1978) and
approximated using a greedy algorithm. Here, we consider both verbatim and semantic matches.
Our main finding is that the matched n-grams in machine texts are concentrated in fewer documents
compared to human texts (Fig. [Bh-j). When searching over the top 50 documents, the averaged
L-uniqueness (L = 5) for machine texts is 32.8%, which is 73.4% lower than human texts (mean:
56.6%; p = 3.9 x 107'?; N = 600). Conversely, keeping L-uniqueness below 50% requires
searching through an average of 41.2 documents for human texts, which is 213.7% more than for
machine texts (mean: 13.4; p = 1.6 x 10722; N = 600). This implies that it’s more likely to find
some existing documents resemble models’ generations than human writings.

How to measure creativity in LLMs trained on data outside of the reference corpus? The
CREATIVITY INDEX of GPT-4 would be significantly inflated if computed using the RedPajama
corpus, as RedPajama’s cutoff date is two years earlier than GPT-4’s knowledge cutoff, and GPT-
4 is additionally trained on third-party private data that we don’t have access to. We hypothesize
that LLMs pre-trained on similar web data are likely to memorize and replicate similar patterns.
As a result, when comparing the generations of these models, we expect them to be more similar
to each other than to human texts, which often contain long-tail patterns. Therefore, to compare
the creativity level of GPT-4 with humans, we use a model-generated reference corpus from newer
open-weight models with knowledge cutoff dates similar to GPT-4, including the instruction-aligned
versions of Gemma-7B (Team et al.} |[2024), Llama3-8B (Al@Meta, 2024), and Mixtral-7B (Jiang
et al.l 2023). Specifically, we randomly sample 150k sentences from the RedPajama corpus and
prompt these models to generate document-level continuations. Based on the model-generated ref-
erence corpus, the average CREATIVITY INDEX of humans is 30.3% higher than GPT-4 in novel
writing (p = 2.3 x 10712; N = 600) (Fig. -l). This suggests that while newer LLMs like GPT-4
may appear more creative when compared to public data, they still learn common patterns from their
private training data and tend to emit similar patterns as other LLMs trained on comparable data.

How does the creativity vary among different groups of human? We compare the creativity
levels among three categories of writings: books published in 2023 from the BookMIA (Shi et al.
2024) dataset, classic literature by famous authors, and popular young adult fictions, both sampled
from |Goodreads] book lists. Our main finding is that classic literature exhibits a higher creativity
level than the other two categories (Fig. [3m). The average CREATIVITY INDEX of classic literature
is 21.6% higher than young adult fictions (p = 2.7 x 107%°; N = 3000), and 13.8% higher than
books published in 2023 (p = 4.3 x 107129; N = 3000). Though CREATIVITY INDEX may reflect
some inherent differences in creativity, it could also be influenced by factors like writing style and
era of composition. For instance, some classic literature is written in older English, making it harder
to reconstruct from web texts that primarily use modern English. In addition to the differences across
categories, we also observed noticeable variance in creativity within each category. For example, the
CREATIVITY INDEX of ‘The Hunger Games’ is 35.4% higher than ‘Twilight’ (p = 1.5x10719; N =
200), even though both books belong to the category of popular young adult fiction.

Can we leverage differences in creativity for detecting machine-generated text? Based on the
creativity difference between humans and LLMs, we propose to use CREATIVITY INDEX as a cri-
terion for zero-shot black-box machine text detection. Texts with higher creativity are more likely
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to be written by human. Our approach is ready to deploy out-of-the-box, requiring no training or
prior knowledge of the text generator. In addition to creative writing tasks, we also test our method
on detecting machine-generated fake news and theorem proofs. Detecting fake news is crucial for
protecting the public from misinformation, while identifying model-generated solutions is impor-
tant for regulating students’ use of LLMs in their coursework. To obtain additional test data, we
prompt LLMs to generate news articles based on the fake news headlines from the Misinfo Reaction
Frames (Gabriel et al.}|2022)) and compare them with the real news articles from the XSum (Narayan
et al., 2018) dataset. Meanwhile, we prompt LLMs to generate proofs for theorems from the Natu-
ralProofs (Welleck et al., | 2022)) benchmark, and compare them with the ground-truth human-written
proofs. The baselines we compare against includes the state-of-the-art zero-shot detector, Detect-
GPT (Mitchell et al.,2023a), which uses the curvature of log probability as the detection criterion, as
well as several supervised methods. These include OpenAl’s RoOBERTa-based detector, fine-tuned
on millions of generations from various GPT-2 sized models, and the state-of-the-art supervised
detector, Ghostbuster (Verma et al.| [2024)), fine-tuned on thousands of generations from ChatGPT.
We measure performance using the area under the receiver operating characteristic curve (AUROC),
which represents the probability that a classifier correctly ranks a randomly-selected human-written
example higher than a randomly selected machine-generated example. Our method achieves new
state-of-the-art performance in zero-shot detection: it consistently surpasses DetectGPT and Ope-
nATI’s detector across all domains, with significant improvements in AUROC—30.2% and 26.9%,
respectively. It also outperforms the strongest supervised baseline, Ghostbuster—which requires
expensive training and data collection—in five out of six domains, achieving an average AUROC
improvement of 3.5% (Fig. [3n).

4 DISCUSSION

This work investigates the level of linguistic creativity in texts generated by LLMs and written by
humans. Our findings suggest that the content and writing style of machine-generated texts may
be less original and unique, as they contain significantly more semantic and verbatim matches with
existing web texts compared to high-quality human writings. We hypothesize that this limited cre-
ativity in models may result from the current data-driven paradigm used to train LLMs. In this
paradigm, models are trained to mimic human-written texts during the pre-training stage, and to
produce outputs aligned with human preferences during the RLHF stage. As a result, models learn
to generate fluent and coherent texts by absorbing and replicating common patterns observed in their
training data. This reliance on existing text patterns can restrict their originality, as their outputs are
inherently shaped by previously seen examples. In contrast, accomplished authors such as Hem-
ingway go beyond simply mimicking the great writings of others; they craft their own narratives to
express their unique opinions, perspectives, and insights, drawing from their personal experiences,
emotions, and backgrounds, which translates to the more creative compositions of words and phrases
that our method detects. Just as a DJ remixes existing tracks while a composer creates original mu-
sic, we speculate that LLMs behave more like DJs, blending existing texts to produce impressive
new outputs, while skilled human authors, similar to music composers, craft original works.

This work also faces the following limitations. Firstly, the computation of the CREATIVITY INDEX
is constrained by the reference corpus used for DJ SEARCH. While open-source LLLMs such as
OLMo rely on publicly available texts from the internet for their training data, major companies like
OpenAl additionally curate private data to train their closed-source LLMs such as ChatGPT. Without
incorporating these private data into the reference corpus of DJ SEARCH, the CREATIVITY INDEX of
closed-source LLMs may be somewhat inflated. Secondly, the overlap with existing texts identified
by DJ SEARCH in models’ generations may not conclusively indicate memorization of a specific
document. It’s possible that these text fragments, or their variations, appear in multiple documents
that the model has been trained on, including those outside the reference corpus of DJ SEARCH.
Thirdly, the human authors that this work focuses on are those with relatively high-quality writings
available in existing public datasets. While some human writings can be mediocre, tedious and
unoriginal, we aim to assess how the creativity levels in impressive LLM outputs compare against
the high-quality writings produced by professional human authors. Lastly, we acknowledge that the
discussion surrounding the use of LLMs in social and industrial settings is highly complex, and our
work here speaks only to a part of it. Besides the creativity of machine-generated content, other
considerations in this discussion include socioeconomic factors and ethical implications, which fall
beyond the scope of this paper.
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5 RELATED WORK

Measuring Creativity in Ideas: Measuring creative thinking and problem solving takes root in
early work in psychology (Torrance} |1966), where researchers defined four pillars for creative think-
ing: fluency, flexibility, originality and elaboration. |Crossley et al| (2016) later on developed this
notion and built on it to expand this to measuring creative writing in students, where they also
adopted n-gram novelty for a measure of originality. However, these prior work focus on creativity
in humans, and they also do not introduce any automated metrics or measurements.

Measuring Creativity in Machine-generated Text Using Expert Annotators: Closely related to
CREATIVITY INDEX is a recent line of work in the generative Al literature comparing the creativity
of human writers to that of large language models in different domains such as story telling and
journalism (Chakrabarty et al., 2023; 2024; |Anonymous)} |2024)). Similar to us, the approach in this
direction often involves prompting an LLM to write an original story or news article, based on some
existing premise or press release, and then comparing the machine-generated text to the human-
written counterparts. These works, however, take a rather subjective approach, where they define
and measure creativity based on human expert annotations and whether people perceive the text to
be more creative, rather than an objective quantification of novelty that we provide.

Measuring Novelty of N-grams: Finally, closely related to our work in terms of techniques is
Nguyen| (2024) and Merrill et al.| (2024). The former attempts at finding n-gram rules that would
cover and predict generations from transformer models, showing that more than 70% of the times
transformers follow some pre-set patterns and rules. The latter is more similar to our work as they
also measure the novelty of generated n-grams and compare it to human-written text, however they
differ from us in tow major ways: (1) they only find verbatim matches, whereas we also match to
approximate, semantically similar blocks of text and (2) they compute the percentage of n-grams of
a certain length in a text that can be found in the reference corpus, whereas we measure how much
of the text can be reconstructed by mixing and matching a vast amount of existing text snippets of
varying lengths from the web.

Machine Text Detection: Detecting machine-generated text has been explored for several years
using a variety of methods (Jawahar et al.| [2020; [Uchendu et al.| [2021). |Gehrmann et al.| (2019)
and [Dugan et al.| (2023) demonstrate that even humans tend to struggle to differentiate between
text written by humans and machines, highlighting the need for automated detection solutions.
Some approaches involve training a classifier in a supervised manner to identify machine-generated
text (Bakhtin et al., 2019; Uchendu et al.,|2020), while others use a zero-shot detection method (So-
laiman et al., 2019 Ippolito et al.,|2020). Additionally, there is research on bot detection through
question answering (Wang et al.| 2023 |(Chew & Baird, |2003)). Recently, Mitchell et al.| (2023b) in-
troduced DetectGPT, a zero-shot method based on the hypothesis that texts produced by a large lan-
guage model (LLM) are located at local maxima, and thus exhibit negative curvature, in the model’s
probability distribution. Follow-up work build on DetectGPT by making it faster (Bao et al., [2024)
and using cross-detection when the target model is unknown (Mireshghallah et al.l 2024)).

6 CONCLUSION

We introduce CREATIVITY INDEX, an interoperable and scalable metric designed to quantify the
linguistic creativity of a given text by estimating how much of that text can be reconstructed by
mixing and matching a vast amount of existing text snippets on the web. To efficiently compute
the CREATIVITY INDEX, we developed DJ SEARCH, a novel dynamic programming algorithm that
can search verbatim and near-verbatim matches of text snippets from a given document against the
web. We find that the creativity index of professional human writers is, on average, 66.2% higher
than that of LLMs. Notably, RLHF dramatically reduces the creativity index of LLMs by an average
of 30.1%. Furthermore, we demonstrate that CREATIVITY INDEX can be used as a surprisingly
effective criterion for zero-shot black-box machine text detection. Our method not only surpasses
the strongest zero-shot baseline, DetectGPT, by a significant margin of 30.2%, but also outperforms
the strongest supervised baseline, GhostBuster, in five out of six domains. We hope that this study
enhances the understanding of LLMs through the lens of linguistic creativity, and fosters informed
usage of content created by LLMs in real-world applications.
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A METHOD DETAILS

A.1 IMPLEMENTATION DETAILS OF DJ SEARCH

As discussed in the main text, the deployment of the CREATIVITY INDEX relies on efficiently deter-
mining whether each n-gram x;;, € X can be found anywhere in the massive reference corpus C
of publicly available texts. The function f(X;t;+n, C) is a binary indicator that determines whether
an n-gram X;.; 1, occurs in C. In line with the definition of CREATIVITY INDEX, we only consider
the n-grams X; ;1 such that n > L for some fixed constant L.

While a naive approach to checking whether x;,., appears in C for every n-gram X;;;y, € X
would take O(|x|?) callf] to f (see Algorithm 1)), using a two-pointer approach we can radically
reduce this to O(|x|) calls (see Algorithm 2). Note that a two-pointer approach does O(|x|) calls to
f since in each iteration we advance at least one of the two pointers ¢ and j by 1, and 0 < ¢, j < |x].

Algorithm 1 Naive Computation

NGramsFound; ; < False V¢ € [0..]x|) and j € [0..]x|) > matrix to store n-gram occurrence
fori €[0,1,...,|x| — L) do
forjei+L,..|x|)do
NGramsFound(¢, j) < f(x;.5,C)
end for
end for
return NGramsFound

Algorithm 2 Efficient computation of DJ SEARCH(x, C)

NGramsFound; ; < False V¢ € [0..]x|) and j € [0..x|) > matrix to store n-gram occurrence
10,5« L
while j < |x| do

NGramsFound(¢, j) = f(X;.;, C)

if NGramsFound(z, j) then

j—g3+1 > we will search for x;.; 1 next
else
i1+ 1 > since X;.; was not found, X;. ;41 will not be found for all £ > 0
j « max(i+ L, j) > we only explore L-grams and beyond
end if
end while

return NGramsFound

A.2 IMPLEMENTATION DETAILS OF WORD MOVER’S DISTANCE

Let w be an n-gram. Let f(w, C) be the function that determines whether w appears in any text
d € C, either exactly or as a phrase that is highly similar in meaning to w (e.g., a paraphrase of w).
Trivially, f(w,C) := Ugee f(w, d), and here on we will only discuss how to compute f(w,d).

An established approach for finding semantically similar phrases to a given n-gram w is to compute
its embedding—embedding(w)—and then independently compute its similarity to the embeddings
of all other n-grams to be analyzed. An embedding of a n-gram is a vector that represents the mean-
ing of such n-gram in an k-th dimensional space of fixed size, enabling the comparison of similarity
between concepts expressed in different surface forms. This comparison is typically done using
cosine similarity, the scaled dot product between the two embeddings being compared. Text embed-
dings are generated by models specifically trained to this effect (e.g., BERT (Devlin et al., |2019),
RoBERTa (Liu et al., [2019), SpanBERT (Joshi et al., [2020)) making their computation expensive at
a large scale. Notably, text embeddings usually do not possess linearity, i.e. the embedding of con-
catenating n-grams w and v cannot be deduced from knowing embedding(w) and embedding(v),
and instead needs to be computed from scratch.

*There are (x| — L)(|x| — L + 3)/2 spans to analyze if L is the minimum n-gram length to be considered.
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Since our goal is to find the n-grams of d that are highly similar to w, using the traditional approach
would entail comparing embedding(w) with the embeddings of all n-grams in C, which are approx-
imately >, |d|* in number. Note that this also implies independently computing ~ >, |d|?
embeddings, which increases the computation costs significantly. Instead we use Word Mover’s
Distance (Kusner et al.l 2015) (WMD), a method to estimate similarity between two n-grams by
combining comparisons between pairs of word embeddings. This enables lifting the requirement
to independently computing the embedding for each n-gram in C. Concretely, the Word Movers’
Distance between two n-grams w and v is defined as follows:

1
Dysy = — Z min 1 — cosine_similarity(embedding(v;), embedding(w;))
@] s Ty €010

1
—1- ] > _max _cosine_similarity(embedding(v;), embedding(w;))
eloTp) F€0-10D

WMD(w, v) := max(Dy—v, Dy—w)

WMD also pre-filters the words considered in w and v to only include the content words in the
analysis (i.e, discards stop-words, such as the, a, an, it, on, ...).

Note that D,,_,,’s definition is asymmetric (Dy,_,,, # Dy_,4). Thus, we consider the Word Movers’
Distance of two n-grams w and v as the maximum of D,,_,, and D,,_,,,: w and v are highly similar
if their distance is below a threshold ¢ for both D,,_,, and D,_,,, (See Algorithm :

WMD(w, v) = max(Dy—y, Dyoyey) < 0

Algorithm 3 Conceptual writeup of f(w,d) using Word Mover Distance (WMD) to find the n-
grams of a single text d € C that are highly similar to the n-gram w and are of length > L.

procedure DIRECTIONALWMD (w, v)
return 1 - \TII > jefo..v]) MAXie(0..|w]) cosine_similarity(embedding(w;), embedding(v;))
end procedure
fora €[0,1,...,|d|) do
forbe[a+L,...,|d]] do
symmetricWMD < max(directional WMD(d[a : b), w), directional WMD (w, d[a : b)))
if symmetricWMD < ¢ then
return True
end if
end for
end for
return False

Avid readers may notice that Algorithm [3] repeatedly computes the maximum over the same set,
and sums of contiguous similarity scores; these can be pre-computed. Algorithm [ shows these
optimizations, resulting in an algorithm of time complexity O(|d| - |w| + |d|*|w|) = O(|d|?*|w]),
assuming already computed word embeddings. Note that because there is a fixed vocabulary, all
word embeddings as well as cosine similarities of word embedding pairs can be pre-computed.

We described how to compute f (w, d) for a single document d € C, as we have already established
that f(w, C) = Ugee f(w, d). To accelerate computation, and given that similar n-grams to X;.; 1,
are more likely to occur in texts similar to x, we select C’s top most likely documents to contain
w using a BM25Robertson & Walker| (1994) index, denoted C’. We then approximate f(w,C) =

UdEC’ f(wa d)

As a final optimization, we note that it is unnecessary to compute the costly f(w,C) for finding
semantically similar matches for w in the case where w appears exactly in C. To check if w appears
exactly in C, we can leverage the existing, less expensive approach Infini-Gram (Liu et al., [2024)
and search for the semantic similar matches only if Infini-Gram could not find any exact matches.
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Algorithm 4 Efficient Computation of f(w, d) (optimization of Algorithm 3)

token_similarity, ; < cosine_similarity(embedding(w;), embedding(d;)) Vié€ [0.|w|) and j €
0..|d])
forje1,..,|d|] do
doc_prefix_similarity ; <— doc_prefix_similarity,;_; + max;e[q.|,|) token_similarity, ;
end for

fora €[0,1,...,|d|) do
forbe[a+L,...,|d|] do
computed_WMD(d[a : b), w) — 1 — (doc_prefix_similarity, —
doc_prefix_similarity,)/(b — a)
computed- WMD(w, d[a : D)) «= 1 — 1 3= c(0. ) MAXje[a..5) token similarity, ;
symmetric. WMD < max(computed_ WMD(d[a : b), w), computed- WMD(w, d[a : b)))
if symmetric. WMD < 6 then
return True
end if
end for
end for
return False

A.3 DEDUPLICATION OF THE REFERENCE CORPUS

When a text x is part of the reference corpus C, its CREATIVITY INDEX would trivially become
zero. This issue often arises when analyzing the works of famous authors, as their writings are
frequently copied, quoted, or cited online. To address this, when analyzing human texts written
before the cutoff date of the reference corpus, we exclude any document d € C that contains copies,
quotations, or citations of the text x from the reference corpus C', and compute CREATIVITY INDEX
of x using this filtered reference corpus.

Specifically, we measure the degree of overlap between x and d by calculating the length of the
longest common subsequence (LCS) between them, normalized by the length of x. Formally,

S(x,d) = HLCEM. If x and d have a high degree of overlap (i.e., S(x,d) > «), it’s very likely that

x[|
d contains an exact copy of x. If x and d show a moderate amount of overlap (i.e., 5 < S(x,d) < ),
we prompt a LLM to determine whether d contains copies or quotations of X using in-context exam-
ples provided below. Additionally, if d includes the author name or title of x, it is highly likely that
d contains a citation of x. In practice, we set the values of a and 3 to 0.9 and 0.3, respectively, and
use LLaMA 2 Chat as the LLM to check for copies and quotations.

To determine the optimal value for o and 3, we analyzed the relationship between the degree of
overlap S(x, d) and the likelihood that the reference document d contains an exact copy or quotations
of the input text x.

Degree of Overlap S(x,d) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Percentage of Exact Copy 0.0 0.0 0.0 0.03 0.12 0.28 0.49 0.77 0.94 1.0
Percentage of Quotation 0.0 0.02 0.04 0.11 0.15 0.13 0.05 0.02 0.0 0.0

We found that when S(x,d) < 0.3, there are no exact copies, and almost no quotations of the input
text x in the reference document d. Conversely, when S(x,d) > 0.9, the reference document d
almost always contains an exact copy of x. For cases where 0.3 < S(x,d) < 0.9, all three scenarios
(exact copy, quotation, or none) are plausible. Therefore, we set the values of o and 3 to 0.9 and 0.3
to ensure accurate deduplication.
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Please check if paragraph A contains any copies or quotations from
paragraph B.

Here are some examples:

Paragraph A: In the end though, I did the required reading, complained
bitterly about being bored, wrote the requisite essay, and promptly
forgot all about it. "He was an old man who fished alone in a skiff
in the Gulf Stream and he had gone eighty-four days now without taking
a fish. 1In the first forty days

Paragraph B: He was an old man who fished alone in a skiff in the Gulf
Stream and he had gone eighty-four days now without taking a fish. 1In
the first forty days a boy had been with him. But after forty days
without a fish the boy’s parents had told him that the old man was now
definitely and finally salao

Answer: Yes

Paragraph A: He was an old man who fished alone in a lobster boat off the
Maine coast and he had gone 117 days without taking a crustacean. His
luck was not bad, rather his judgment was good (don’t fish the Atlantic
in winter). Then he met us and for all I know his luck changed. El1
Campion is due for a change of luck

Paragraph B: He was an old man who fished alone in a skiff in the Gulf
Stream and he had gone eighty-four days now without taking a fish. 1In
the first forty days a boy had been with him. But after forty days
without a fish the boy’s parents had told him that the old man was now
definitely and finally salao

Answer: No

Paragraph A: Santiago, the "old man who fished alone," in Hemingway’s
"The Old Man and the Sea" appears as one who has an undefeatable
character, a loving, cheerful character, and very humble. The writer
describes him in this way: "Everything about him was old except his
eyes, and they were the same color as the sea

Paragraph B: He was an old man who fished alone in a skiff in the Gulf
Stream and he had gone eighty-four days now without taking a fish. 1In
the first forty days a boy had been with him. But after forty days
without a fish the boy’s parents had told him that the old man was now
definitely and finally salao

Answer: Yes

Paragraph A: He was an old man who could see the form of his god, and

a monk, moreover. Izzie had limited ability to communicate directly with
her own deity. Much of her life she had proceeded by vague impressions
and only glimpsed the great god’s image briefly in the depths of
meditation

Paragraph B: He was an old man who fished alone in a skiff in the Gulf
Stream and he had gone eighty-four days now without taking a fish. 1In
the first forty days a boy had been with him. But after forty days
without a fish the boy’s parents had told him that the old man was now
definitely and finally salao

Answer: No

Here is the test example:
Paragraph A: [A]
Paragraph B: [B]

Answer:
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B EVALUATION

B.1 MACHINE TEXT GENERATION

We experiment with state-of-the-art LLMs: GPT-3 (Brown et al. 2020) (text-davinci-003),
ChatGPT (Ouyang et al., [2022) (gpt-3.5-turbo), LLaMA 2 Chat (Touvron et al., 2023)), Tulu
2 (Ivison et al.| [2023) and OLMo Instruct (Groeneveld et al., 2024) along with their base model
before RLHF: GPT Base (Brown et al., [2020) (davinci-002), LLaMA 2 Base (Touvron et al.,
2023) and OLMo Base (Groeneveld et al., [2024). These models are primarily pre-trained on the
web data available before the cutoff date of the reference corpus RedPajama (Computer, 2023). We
additionally discuss how to handle newer models, such as GPT-4 (OpenAl et al., [2023)), which are
largely trained on more recent web data and third-party private data, both of which fall outside the
reference corpus RedPajama.

To obtain machine texts, we prompt LLMs to generate several paragraphs of novels, poems, or
speeches, starting with an initial sentence taken from existing human writings in each category. To
construct test data for machine text detection, we further prompt LLMs to generate news articles
based on the fake news headlines from the Misinfo Reaction Frames (Gabriel et al.l [2022) and to
generate theorem proofs for questions from the NaturalProofs (Welleck et al., |2022) benchmark.
The prompts used for each task are illustrated below. For all generations, we use nucleus sampling
with p = 0.9 and set the maximum length of the generated texts to 288 tokens.

Please write a few paragraphs for a novel starting with the following
prompt: [PROMPT SENTENCE]

Please write a poem starting with the following line: [PROMPT LINE]

Please write a speech starting with the following sentence: [PROMPT
SENTENCE]

Please write a news article based on the given headline: [NEWS
HEADLINE]

Please provide a proof for the following theorem: [THEOREM QUESTION]

To obtain model-generated reference corpus to compare the CREATIVITY INDEX of GPT-4 with
humans, we randomly sample 150k sentences from the RedPajama corpus and prompt open-
weight LLMs with knowledge cutoff dates similar to GPT-4 to generate document-level contin-
vations. The models we use are the instruction-aligned versions of Gemma-7B (Team et al.,
2024) (gemma-7b-it), Llama3-8B (Meta-Llama-3-8B) (Al@Meta, [2024), and Mixtral-7B
(Mistral-7B-v0.1) (Jiang et al.,|2023). The prompt used to generate continuations is illustrated
below. We use nucleus sampling with p = 0.9 and set the maximum length of the generated texts to
2048 tokens.

Please generate a continuation for the following sentence: [PROMPT
SENTENCE]

We additionally experiment with different prompt formats, intentionally encouraging creativity in
models’ generations by incorporating instructions such as ‘push for creative ideas, unique emotions,
and original twists,” ‘be bold and creative,” or ‘you are a creative writer.” Please see blow for a full
list of the prompts we tried.

Write a few paragraphs for a novel from the following prompt, pushing
for creative ideas, unique emotions, and original twists.
Prompt: [PROMPT SENTENCE]
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Use the following prompt to write a few paragraphs for a novel with
creative, ungiue perspectives or twists. Let your originality shine.
Prompt: [PROMPT SENTENCE]

Create a few paragraphs from the following prompt for a novel, focusing
on novel ideas, emotions, or perspectives. Be as creative as possible.
Prompt: [PROMPT SENTENCE]

Write a few paragraphs for a novel based on the following prompt,
exploring unexpected twists, emotions, or unique perspectives. Be bold
and creative.

Prompt: [PROMPT SENTENCE]

Based on the following prompt, and write a few paragraphs for a novel
that explore unexpected twists, deep emotions, or unique perspectives.
Let your creativity flow, and don’t be afraid to experiment with
unconventional ideas or characters

Prompt: [PROMPT SENTENCE]

As a creative agent, write a few paragraphs for a novel based on the
following prompt, bringing your novel ideas and original emotions to
life.

Prompt: [PROMPT SENTENCE]

You are a creative writer, write a few paragraphs for a novel based

on the following prompt. Explore unique perspectives and unexpected
twists, and let your creativity guide you.
Prompt: [PROMPT SENTENCE]

You are a creative agent, free to shape this story in any direction.
Write a few paragraphs for a novel based on the following prompt, using
your imagination to uncover surprises and depth.

Prompt: [PROMPT SENTENCE]

As a creative writer, your task is to write a few paragraphs for a

novel based on the following prompt. Dive into original ideas, explore
emotions, and surprise yourself.

Prompt: [PROMPT SENTENCE]

You are a creative writer who brings stories to life. Write a few

paragraphs for a novel based on the following prompt, letting your
imagination take bold, unexpected turns.
Prompt: [PROMPT SENTENCE]

B.2 DATASET DETAILS

Reference Corpus: We use RedPajama (Computer, [2023), the largest web data collection avail-
able at the time of this study, as our reference corpus. RedPajama contains 100 billion text docu-

ments with 100+ trillion raw tokens from 84 CommonCrawl dumps.

Novel: For human-written novels, we use book snippets from the BookMIA (Shi et al., [2024)
dataset. The BookMIA dataset contains approximately 10k book snippets, with an average length of
around 650 words per snippet. We randomly sample 100 book snippets from the BookMIA dataset
and select the first K sentences of each snippet such that their total length exceeds 256 words, to
use as human text. Since novels we use were published after the cutoff date of RedPajama, there’s

no need for deduplication before DJ SEARCH.
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Speech: For the transcripts of human speeches, we randomly sample 100 speeches from the fa-
mous speeches available in the American Rhetoric speech bank. For each speech, we randomly
sample continuous K sentences such that their total length exceeds 256 words, to use as human
text. Since these speeches were made before the cutoff date of RedPajama, deduplication is needed
before DJ SEARCH.

Poem: For human-written poems, we randomly sample 100 poems from the popular modern po-
ems collected by PoemHunter.com. Since these poems were published before the cutoff date of
RedPajama, deduplication is needed before DJ SEARCH.

News Article: We use news articles from the XSum (Narayan et al., 2018)) dataset as the human
text for the machine text detection task. The Xsum dataset contains around 200k new articles, with
an average length of around 380 words per article. We randomly sample 500 articles to use as human
text. Since these news articles were released before the cutoff date of RedPajama, deduplication is
needed before DJ SEARCH. For machine-generated fake news, we randomly sample 500 fake news
headlines from the Misinfo Reaction Frames (Gabriel et al.| 2022), and based on these headlines,
LLMs are asked to generate corresponding news articles.

Theorem Proof: We use the ground-truth human-written proofs from the NaturalProofs (Welleck
et al., 2022) dataset as the human text for the machine text detection task. The NaturalProofs
dataset contains approximately 24k theorems and their corresponding proofs. We randomly sam-
ple 500 theorem-proof pairs and use the ground-truth proofs as human text. Since the NaturalProofs
dataset was curated after the cutoff date of RedPajama, there’s no need for deduplication before
DJ SEARCH. For machine-generated math proofs, we prompt LLMs to write proofs for the 500
theorems we sampled.

B.3 PARAMETERS OF DJ SEARCH

We set the minimum n-gram length L in DJ SEARCH to 5, and set the threshold for Word Mover’s
Distance to 0.95 for semantic matches. We observe that the L-uniqueness is close to zero for most
human and machine texts when L < 5 and close to one when L > 12. Therefore, in practice, we
sum up the L-uniqueness for 5 < L < 12 when computing CREATIVITY INDEX.

The only experiment with slightly different parameters is to compare the creativity of GPT-4 with
humans. We observed that the L-uniqueness is close to one when L > 7 based on the model-
generated reference corpus. Therefore, we sum up the L-uniqueness for 5 < L < 7 when computing
CREATIVITY INDEX.

B.4 RUNTIME OF DJ SEARCH

To verify linear complexity, we measured the runtime of DJ SEARCH with respect to increasing
input text lengths, using RedPajama as the reference corpus, restricting the matching criteria to
verbatim matches only and averaging the results over 500 examples.

Input Length 64 128 256 512
Runtime (seconds) 9.2 16.9 30.7 62.3

We observed that the runtime of DJ SEARCH indeed increases linearly with the length of the input
text. We also measured the runtime of DJ SEARCH with respect to increasing sizes of the reference
corpus while keeping the input length fixed at 256 words. In addition to RedPajama, which contains
approximately 1.4 trillion tokens, we experimented with the Pile (380B tokens) and DOLMA (2.6
trillion tokens).

Reference Corpus Size 380B Tokens 1.4T Tokens 2.6T Tokens
Runtime (seconds) 24.1 30.7 37.1

We found that the runtime increase for DJ SEARCH is minimal as the size of the reference corpus
grows. This is likely due to the high optimization of the Infini-gram, which enables it to retrieve
matched n-grams within milliseconds.
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B.5 VARIATION OF WORD MOVER’S DISTANCE

We experimented with different variations of transport-inspired distances, including relaxed WMD,
supervised WMD (Huang et al2016), and Sinkhorn distance (Cuturi, [2013).

We computed the CREATIVITY INDEX for ChatGPT and human writing in the novel domain based
on semantic matches using relaxed WMD, supervised WMD, and Sinkhorn distance. Regardless of
the distance metric used, human writings consistently exhibited a significantly higher CREATIVITY
INDEX than ChatGPT, aligning with our main results. Specifically, based on relaxed WMD, the
CREATIVITY INDEX of human authors was 97.6% higher than ChatGPT (p = 2.5 x 10713; N =
100). Based on supervised WMD, the CREATIVITY INDEX of human authors was 79.3% higher than
ChatGPT (p = 1.9 x 10~7; N = 100). Based on Sinkhorn distance, the CREATIVITY INDEX of
human authors was 91.3% higher than ChatGPT (p = 3.5 x 107'2; N = 100).

As mentioned in the main text, the motivation for using transport-inspired distances—which com-
bine word embedding distances for each n-gram’s words rather than directly computing the Eu-
clidean distance between embeddings of two n-grams—is rooted in efficiency. The latter requires
computing n-gram embeddings for every n-gram in the input text and every document in the ref-
erence corpus during DJ SEARCH, which is computationally infeasible. Ideally, a good transport-
inspired distance should approximate the Euclidean distance between the embeddings of two n-
grams. To evaluate this, we computed the Pearson correlation between our implementations of
WMD, relaxed WMD, supervised WMD, and Sinkhorn distance with the Euclidean distance be-
tween the embeddings of two n-grams to assess how closely they correlate.

Our MWD Relaxed MWD Supervised MWD Sinkhorn Distance
r-value 0.842 0.823 0.716 0.808
p-value 5.7 x 10711 4.1 x 10710 8.3 x 1074 9.1 x 108

We found that all transport-inspired distances correlate highly with Euclidean distance, showing
strong statistical significance. The slightly lower correlation with supervised MWD may be due to
its training objective, which focuses on distinguishing between different categories of documents.

B.6 COMPARE WITH EXISTING CREATIVITY METRICS

A recent study by |Chakrabarty et al. (2024) evaluates the creativity of stories written by LLMs
and professional human authors through expert evaluations based on a carefully designed rubric
inspired by the Torrance Test of Creative Thinking (TTCT). This work introduces the Torrance Test
of Creative Writing (TTCW), which consists of 14 binary questions grouped into four dimensions:
Fluency, Flexibility, Originality, and Elaboration. To conduct the evaluation, ten expert creative
writers were recruited to evaluate 48 stories—written either by LLMs or published in The New York
Times—using the TTCW rubric.

For each story, three expert evaluators are tasked with answering 14 binary questions, each designed
to quantify a specific dimension of creativity. For example, within the Fluency dimension, “Un-
derstandability & Coherence” is assessed by asking, “Do the different elements of the story work
together to form a unified, engaging, and satisfying whole?” In the Flexibility dimension, “Emo-
tional Flexibility” is evaluated with the question, “Does the story achieve a good balance between
interiority and exteriority, in a way that feels emotionally flexible?”” Similarly, within the Originality
dimension, “Originality in Thought” is measured by asking, “Is the story an original piece of writing
without any clichés?” For each of the 14 binary questions, the final answer is determined by majority
vote among the expert evaluators.

To evaluate the correlation between our CREATIVITY INDEX and |Chakrabarty et al.[s TTCW, we
compute the CREATIVITY INDEX for each of the 48 stories. For each binary question in the TTCT
(e.g., “Understandability & Coherence” or “Emotional Flexibility”), we calculate the point biserial
correlation between the CREATIVITY INDEX values and the corresponding binary expert ratings of
that question across all 48 stories.

We found that the CREATIVITY INDEX positively correlates with all dimensions of TTCW, showing
particularly strong correlations with high statistical significance in dimensions such as “Emotional
Flexibility,” “Narrative Pacing,” “Structural Flexibility,” and “Originality in Thought.”

26



Published as a conference paper at ICLR 2025

Emotional Narrative Structural Originality Scene vs Rhetorical Language
Flexibility Pacing Flexibility in Thought Summary Complexity Proficiency
r-value 0.6826 0.6524 0.5968 0.5968 0.5812 0.5810 0.5702
p-value 0.0028 0.0051 0.0135 0.0135 0.0135 0.0135 0.0204
World Building Narrative Originality in Understandability ~ Perspective & Originality in Character
& Setting Ending Form & Structure & Coherence Voice Flexibility Theme & Content Development
r-value 0.5170 0.4871 0.4626 0.4495 0.4467 0.3582 0.2299
p-value 0.0426 0.0617 0.0816 0.0941 0.0969 0.1231 0.1453

C RELATED WORK

Measuring Creativity in Ideas: Measuring creative thinking and problem solving takes root in
early work in psychology (Torrancel |1966)), where researchers defined four pillars for creative think-
ing: fluency, flexibility, originality and elaboration. |Crossley et al.| (2016) later on developed this
notion and built on it to expand this to measuring creative writing in students, where they also
adopted n-gram novelty for a measure of originality. However, these prior work focus on creativity
in humans, and they also do not introduce any automated metrics or measurements.

Measuring Creativity in Machine-generated Text Using Expert Annotators: Closely related to
CREATIVITY INDEX is a recent line of work in the generative Al literature comparing the creativity
of human writers to that of large language models in different domains such as story telling and
journalism (Chakrabarty et al., 2023} [2024; |/Anonymous|, [2024). Similar to us, the approach in this
direction often involves prompting an LLM to write an original story or news article, based on some
existing premise or press release, and then comparing the machine-generated text to the human-
written counterparts. These works, however, take a rather subjective approach, where they define
and measure creativity based on human expert annotations and whether people perceive the text to
be more creative, rather than an objective quantification of novelty that we provide.

Measuring Novelty of N-grams: Finally, closely related to our work in terms of techniques is
Nguyen| (2024) and Merrill et al.| (2024). The former attempts at finding n-gram rules that would
cover and predict generations from transformer models, showing that more than 70% of the times
transformers follow some pre-set patterns and rules. The latter is more similar to our work as they
also measure the novelty of generated n-grams and compare it to human-written text, however they
differ from us in tow major ways: (1) they only find verbatim matches, whereas we also match to
approximate, semantically similar blocks of text and (2) they compute the percentage of n-grams of
a certain length in a text that can be found in the reference corpus, whereas we measure how much
of the text can be reconstructed by mixing and matching a vast amount of existing text snippets of
varying lengths from the web.

Machine Text Detection: Detecting machine-generated text has been explored for several years
using a variety of methods (Jawahar et al.| [2020; [Uchendu et al.| [2021). |Gehrmann et al.| (2019)
and [Dugan et al.| (2023)) demonstrate that even humans tend to struggle to differentiate between
text written by humans and machines, highlighting the need for automated detection solutions.
Some approaches involve training a classifier in a supervised manner to identify machine-generated
text (Bakhtin et al., 2019 \Uchendu et al.,|2020), while others use a zero-shot detection method (So-
laiman et al., 2019; [Ippolito et al.l |2020). Additionally, there is research on bot detection through
question answering (Wang et al.| [2023; (Chew & Baird, [2003). Recently, Mitchell et al.| (2023b)
introduced DetectGPT, a zero-shot method based on the hypothesis that texts produced by a large
language model (LLM) are located at local maxima, and thus exhibit negative curvature, in the
model’s probability distribution. Follow-up work build on DetectGPT by making it faster (Bao
et al.} 2024) and proposing to use cross-detection when the target model is unknown (Mireshghallah
et al., [2024).

Various strategies have been developed to detect machine-generated text in real-world settings. One
notable approach is watermarking, which embeds algorithmically detectable patterns into the gen-
erated text while maintaining the quality and diversity of the language model’s outputs. Initial
watermarking techniques for natural language were proposed by |Atallah et al.[(2001) and have been
adapted for neural language model outputs (Fang et al., 2017; |Ziegler et al.,2019). Recent advance-
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ments include |Abdelnabi & Fritz] (2021)) work on an adversarial watermarking transformer (AWT)
for transformer-based language models. Unlike methods dependent on specific model architectures,
Kirchenbauer et al.|(2023)) introduce a watermarking technique applicable to texts generated by any
common autoregressive language model.

Application of LLMs in Creative Writing: Recent advancements have highlighted the potential
of LLMs in supporting various creative writing endeavors, ranging from short stories (Yang et al.,
2022) to screenplays (Mirowski et al.| [2023b). Enhancing LLMs to produce text that aligns more
closely with human preferences has made them adept at following user instructions, thereby turn-
ing them into valuable tools for individuals without technical expertise. This progress has boosted
the commercial viability of LLMs as writing aids, which can continue a narrative, describe scenes,
or offer feedback. [Chung et al.|(2021) conducted a review of literature on creativity support tools
across various arts, leading to the development of a taxonomy that includes roles, interactions, and
technologies. In contrast, |Frich et al.|(2019) and [Palani et al.| (2022) focused on how creative prac-
titioners select new tools, highlighting their emphasis on functionality, workflow integration, and
performance, and noting that personal recommendations often guide their choices. Additionally,
Gero et al.|(2022)) created a space based on the cognitive process model of writing, influencing inter-
face design decisions. |Gero et al.|(2023)) further explored the social dynamics of Al in creative tasks,
revealing a disconnect between writers’ objectives and the support provided by computer tools.
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1
I
| Reference Corpus |
1

1 () Vervatim Match i
1

1 () Near-Verbatim Match :

Sara Hashem

Please write a few paragraphs for a novel starting
with the following prompt: “I turned a fierce scowl
inward.”

my day is not complete if | cannot dab

perfume(on my wrists, behind my ear,)and

inside my elbow. And I don't putona ...

... and stuffy nose. | love wearing perfume -

GPT-3.5

I turned a fierce scowl inward. The Sultana’s
nonsense about lovers had clearly scrambled my
senses. Arin was attractive—it was as obvious
and indisputable as the sun. But | had spent
nearly twenty-one years capable of
acknowledging attractiveness without being
attracted myself. | had never wanted anyone,
never yearned for the physical relationships
Marek chased. | finally empathized with the girls
in the keep. Especially Gana. The fanciful ward
used to dress in Raya’s finest gowns every week,
sing warbling ballads while dabbing fragrances
(on her wrists and behind her ear. “There is )
power in conquering the unconquerable,” Gana
had said one year, after rejecting yet another
fellow’s advances. The keep had gone to Zeila’s
for celebratory tea and ahwa after a successful
market. Zeila laid reed rugs on the floor, and we
sat on beaded cushions, a wooden table
wobbling at our feet. I'd been a few cushions
down with Sefa and Marek, sipping my ...

... | don't want to be around people. A lot

of it boils down to dealing with(the anger
that's been bubbling up inside. | don't]like
feeling it. | don't like feeling the anger, ...

| turned a fierce scowl inward, feelingthe anger

bubbling up inside me. [[couldn't/believe what |
had just witnessed)My best friend, the one

person I)trusted more than anyone else{ had just

... even sure that was right. | shared it with
the cashier, sat there for a minute because
| just(couldn't believe what I'd just

betrayed me in the worst way possible. [ had)

...the summer after freshman year. | soon
broke up with mine because he was

pressuring me to... | lost(my best friend.

She was the one person Jlooked up to ...

... was horrified to see her real personality,

the complete lack of empathy, the
continual(lying with a straight face)( on

both sides of the same subject, ...

... the girl he'd slept with. She called me
and told me she hadn't known Mickey had

a girlfriend and(could I ever forgive her?)|

told her it wasn't her fault. "I got to ...

caught her red-handed, (lying straight to my face

witnessed.JAll | could say was what is ...

and now | didn't know(if I could ever forgive her;

As | stormed out of her house, the weight of her

... going to be hard to get it back again.
37. | trusted her with all my heart, but she

etrayed me in the worst way possible.
You willjnever be forgiven for this. ...

deception felt(like a heavy burden on my chest.
How could she do this to me? | had always been
there for her, through thick and thin, and now it
seemed(like she had thrown it all away in)an
instant. | felt a mix of emotions - betrayal, hurt,

and above all, a deep (sense of loss. Our

... | never made the move to better myself.

In the aftermath of a downward spiral, my
depression was intense(like a heavy burden

on my chest.My awareness was ..

friendship had been one of theJmost ...

... by 1.05 seconds overall. It looked (ike

she had thrown it all away in)the last few

gates, with what looked like a slight lapse
in concentration, but the American ...

... living. My wife, Elizabeth, and | needed

an occasion fixed on some proximity to her
to focus the awful(sense of loss. Our

friendship had been one of thejfew ...

Figure 5: Example outputs from DJ SEARCH based on both verbatim and semantic matches. We
prompt LLMs to generate a few paragraphs of a novel, beginning with a first sentence taken from a
human-written novel snippet.
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Reference Corpus

g
g
5
5
g

GPT-3

Please write a few paragraphs for a novel starting
with the following prompt: “I turned a fierce scowl
inward.”

... Or rather, my jeans couldn't fit into mel |
felt like I've been punched in the stomach.
(As I stared at my reflection in the mirror, 1)

asked myself: How could this happen? ...

[As | stared @t my reflection in the mirror, IJturned

afierce scowl inward.(My frustration and anger

were directed atmyself, for allowing others to

control (my [ife. T was tired of constantly/putting

.. stairs, to the bathroom, just as my other
self entered. | reached my hand out to the
back of the mirror, my reflection turned to
me, and)put his hand on the glass. ..

on a smile [and pretending that everything was

okay. But inyeality, | was drowning in my own
misery.

... kind of deep reforms that Western states
want to see. Bahrain has become

[ had always been a people pleaser,always)
putting others before myself. But in doing so, |

accomplished at{putting on a smile and
pretending that everythingis fine, ...

... time fronting. 5. ... Good people protect
people they love even if that means that
pretending that everything is okay Kirk
Lazarus: Man were lost, were super lost! ...

had)lost my own identity. | didn't(even recognize
fthe person looking back at me in the mirror.
Who was she? What did she)want?These
questions swirled in my mind as [)continued to
scowl at my reflection. ...

... honestly angry about stuff that
happened in the past. A few things, but

not a lot. Much of my (frustration and anger

is directed)towards myself but | realize ...

... and before you know it there have been
a lifetime of tomorrows. | was tired of not
really living [y life. | was tired of constantly)
worrying about things that have no ...

... weigh the pros/cons of going out of
your way. After the morning Ive had, |

needed this. Ive @lways been a people

pleaser. | was)always teased growing ...

... To know that you were the reason that
person cultivated that smile. It's the

greatest feeling. | am @lways putting others

before myself and thatjmakes me ...

... years. For years while | cried when | was
alone. Because | was afraid soon | wouldn't
recognize that(person in the mirror looking
back at me. ButJstill, I turned on the TV. ...

... above and beyond the call of duty in
life. | don't know who | am any longer. |
don’tleven recognize the person looking
back at me in the mirror.)l look as ...

... Did I like her or did | hate her? Or did |
love to hate her?(These questions swirled
in my mind as | fead the book. The story

started simply with Emily and Paolo ...

| turned a fierce scowl inward, directing(my
anger and frustration at{myself. T couldn't]

... "I had the biggest crush on him" "I
know" | said. And then | walked to the

bathrooms, (jaw tight, fists clenched,misty

eyes... | saw people looking at me with ...

.. students to follow in his. Slowly, with
(heavy footsteps that re-echo, the statue
enters. Another word for heavy-footed.
The footsteps are light and springy, ...

... a hot drink. To have come so far in.
What's the way out of here? As | surveyed
the(room, tried to tamp down my)dread.
Which door should | choose? A hint ...

... my major depression is accompanied b
quite a lot oflanger and frustration at

believe that I had let things get to this point[My

myself and atllife. Self-contempt at

fists were clenched, and my jaw was tight as 1)
paced the length of the small, cramped room.

(How could I have been so foolish? Soltrusting?
The (echo[of my heavy footsteps was the only]

sound(in the room as [Jtried to tamp down the)
fear and disbelief that threatened to consume

me.

The dim light overhead cast ominous shadows
across the walls, making the space feel even

knowing deep down that | will never ...

... eating and self loathing. | started cryin
because | couldn't(believe | let things get
to that point. | wascrying because | hated

my body so much. Then | stopped ...

... was doing it myself, the hole would
close up and no power could come
through. Then everything |(could do would

be foolish. AJspoon cannot taste of the ...

... 50 he was often at a friend's house and
not at home. One night, | woke up to the

more claustrophobic. My thoughts raced

(sound of heavy footsteps in his room. After)

through my mind/[achaotic storm of blame and
recrimination. I'should have)seen this ...

trying to go back to sleep for a second, ...

... remorse or recrimination. (25) Perhaps
unsurprisingly, de Boer was a rare

optimistic voice amid the clamour of(blame
and recrimination. (JWe must joinina ...

... reading FAST FUTURE, the themes of
entitlement, laziness, and inflated self
esteems|(raced through my mind. These

were the thoughts)going through my mind

Figure 6: Example outputs from DJ SEARCH based on both verbatim and semantic matches. We
prompt LLMs to generate a few paragraphs of a novel, beginning with a first sentence taken from a
human-written novel snippet.
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N -

Llama2-70B-Chat

Please write a few paragraphs for a novel starting
with the following prompt: “I turned a fierce scow!
inward.”

| turned a fierce scowl inward, trying to mask the
turmoil(that was brewing inside of me. MyJeyes
narrowed(and my lips pressed into a thin line, as
[struggled to keep my emotions in check.l had_
always been a person who wore their heart on

... My mother was just starting to wake u
and | knew | had no chance with her.(l
struggled to keep my emotions in check,)!
mumbled “four weeks” as | made

their sleeve, but in this/moment, | knew(that |

had to keep my feelings hidden.

... dehumanizing. | can't stand hearing
other people talk anymore, | just have this

insane hatredbrewing inside me and no

matter how much | mask it for a day or two

... and accepted the beer he slid my way.
My glance swung toward Officer Brown
whose(lips pressed into a thin line. "You've )
already got one," | gave a soft laugh, ...

... has wronged me. | feel but I'm tending
to hide the affects of those emotions more
I've(always been a person who wore their

heweight of the world seemed to be[bearing

... outside the Sun Inn, Hannah saw Robin

down on me, andl felt like | was)on the verge of

heart on their sleeve. Which isJstill ...

Park come out of the Jazz Lounge.(The
weight of the world seemed to beJpushing
down on his narrow shoulders as he ...

collapse. My mind was racing with thoughts of
uncertainty and fear, as | tried to make sense of
the chaos that was unfolding around me. | felt

... of his soon-to-be ex-wife. But when her
sister's devastating betrayal is revealed,
Paige can't(keep her feelings hidden any)
longer. I've wanted Paige and ...

... the streets, I'd already experienced far
worse. In fact, at 52, middle age was
(bearing down on me, and [ felt like | was)
bearing up under it pretty well. And ...

... want to lose you too!” she said her voice
slightly raised at the end. The words came
out of(her mouth before she realized what
she hadJsaid. Damn, I didn't want ...

OLMo-7B-Instruct

... symptomatic of National’s failed
approach to mental health as a whole. The
warning bells have been sounding on
(mental health for a long time now.)...

like(l was stuck in a nightmare that | couldn't

wake up from, and I didn)...

Emma watched the snarky comment leave(her
mouth before she realized what she had)just
said.(She had just woken up from a fitful sleep,
and the)intense, angry-making sensations that
filled her were like a bridge connecting her to
the dark, chaotic whirlpool that lay just beneath
her daily struggles. She knew she had to wrestle
the)monster back down; she didn't want it to
win, not again.

Emma turned a fierce scow! inward. It wasn't her
usual form of self-defence, but it was better than
nothing. She had been fighting for her(mental
health for a long time now.)She knew she could

... learned gender roles in their expression,
the many ways of expressing anger and
rage, while exploring how these
(destructive emotions could be) ...

defeat these strong,(destructive emotions. She
could do it.)It took(her a while to find the calm in

the storm, but she)...

... I hated heatstroke. Somehow, | dragged
my ass to the airport and got on the plane,
even though(l felt like | was on the verge of
collapse.JThere was a very fashionable ...

... in the room, and | wake my sister up. |
explain to her | am(stuck in this nightmare
and | need to wake up. Shejreacts

differently everytime, but she never ...

... Wierd. "What in the world is happening
over there?" John asked as he rubbed his

eyes like he had(woken after a fitful sleep.

" "Get out of the way, John". Amy ...

... with Baertlein shooting, Flack sprawling,
and the two finishing in a stalemate

position. "l knew | just had to wrestle

smart," Baertlein said. "When she chose ...

... is the #1 way to bring positive change to

your family and classroom. You can learn
ow to ffind your calm in the storm, an
how to ffind | the st d

transform emotional breakdowns ..

Figure 7: Example outputs from DJ SEARCH based on both verbatim and semantic matches. We
prompt LLMs to generate a few paragraphs of a novel, beginning with a first sentence taken from a

human-written novel snippet.
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Reference Corpus

I
|
() Verbatim Mateh i
:J Near-Verbatim Match :

Sara Hashem

... faithfulness to the truth; the law of God
is broken, and all the blood shed in them is

Please write a few paragraphs for a novel starting
with the following prompt: “This was the cry of the
first bird ever pushed from its nest, tentative wings
stretching for flight.”

This was the cry of the first bird ever pushed
from its nest, tentative wings stretching for flight
The first thunder of a restless sky. The waters
moving under the Awaleen as they rested on
their thrones beneath Sirauk, kept alive by their
magic and trapped by it, too. | was a gnat
fluttering toward the surface of the sun, burning
from the mere flight. “Baira’s seal is for her
Sultanas alone{ Do not breach her
commandment again.” Thelthing primly

a(breach of this commandment. Again, it is
@violation of this commandment, ...

© _

ChatGPT

... but a brush of alarm fills you and you
launch yourself back into the air. You watch
in wonder, your(wings lifting you higher
above the forest. The air cools around ...

returned(to its former position, and with a)last
smile at me, its eyes rolled forward. Vaida
collapsed into the same position from which she
had risenThere were footsteps at the door, and

... toe to hook her chair where it lay on its
side. Like a soccer player, she kicked it

back(to its former position, and with alflick
of the foot, rocked it back onto its legs. ...

... and the exclamations-- "Sister! As she
sat in this state of doubt and despair, a
noise of(footsteps was heard at the door,
with)whisperings and broken ejaculations...

I'heard)Marek’s teasing voice trying to cajole the
guard away. At a loss, | kicked the ring under the
dresser and prayed Vaida would think she
knocked it from its nail during her drunken
stupor. | squeezed outside. Marek framed ...

This was the cry of the first bird ever pushed
from its nest, tentative wings stretching for flight.
The young chick trembled(as it teetered on the
edge, the vastjexpanse of the sky beckoning it

... After Minister Li had left, Lily lay down,
but instead of sleep she felt a terrible fear,
as if sheteetered on the edge of a vast)
chasm. No tears left, she told herself ...

... last looking in the distance like a child's
spinning pinwheel. The wind murmured

over it all. | took a(deep breath and closed

forward.(With a deep breath, it closed its eyes
and)leaped, the rush of wind beneath (its wings

my eyes and it wasjsummer, | was twelve...

lifting it higher and higher. The)world below
blurred as the bird soared, the thrill(of freedom
coursing through its veins.

... France has beautiful land. It has(lush
green forests, sparkling rivers, and )
mountains. The highest point is on Mount
Blanc, the mountain range that runs ...

... you are obliterated. In the courtrooms of
heaven, the gavel now comes down in you

favor. Do you sense the(freedom now

coursing through your veins? Life ...

As itcircled above, the chick(marveled at the
beauty of the world around)it. The lush green

forests, the sparkling rivers, and the)distant

... sensibility, the sense of awe, is to look
up on a clear night. | think everyone in

every culture has(felt a sense of awe and

wonder]looking at the sky. Thank you, ...

mountains looming on the horizon.(It felt a sense
of wonder and awe at the) vastness of it all,

.. for the sole purpose of providing an
honest review and the image featured

above is my own. e have all(marveled at

the beauty of the world aroundJus. ...

realizing that(there was so much more to explore

... The sun is an eagle old, There in the

windless west. Atop of the spirit-cliffs He
builds him a crimson(nest. The sun does

not)go round the earth, but the earth ...

beyond the)confines of its(nest.
But as the sun)...

... that's such a violent crime. In the Grand
Canyon, that type of murder was just so

unusual, and | feltthere was so much more

to explore beyond theJsimple ...

Figure 8: Example outputs from DJ SEARCH based on both verbatim and semantic matches. We
prompt LLMs to generate a few paragraphs of a novel, beginning with a first sentence taken from a

human-written novel snippet.
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Reference Corpus

1

1

1

1 [:] Verbatim Match

1

1 () Near-Verbatim Match

>

GPT-3

Please write a few paragraphs for a novel starting
with the following prompt: “This was the cry of the
first bird ever pushed from its nest, tentative wings
stretching for flight.”

... you are used to seeing. Think of a
baby's first steps. At only weeks old,

The young bird's heart raced with fear and
excitement (as it teetered on the edge of its hest,
fthe only home it had ever known. lts)siblings had
already taken their first flights, but this was the
first time it mustered(the courage to leave the

... studios before they were handed back
to the developers and her work responds
to the inherent tension of the site(as it

teetered on the edge of its)demise. ...

safety of the nest. With a deep breath, (it spread

fledglings must leave the only(home

its wings and took the leap of faith.

they've ever known, coaxed by the calls ...

[For ajlmoment, time seemed to stand still as the)

... for particular species, where and when
to site them, and more. A fledgling

chickadee musters up(the courage to leave

the safety of the nestjas mom attempts ...

... tracks, unsure of what to do. The
creature noticed him and stared at him

with its glowing eyes. For a([moment, time

seemed to stand still as theJtwo locked ...

bird tumbled through(the air, unsure of what to
do next.)But then, with a flutter of its wings, it

caught the wind and soared.(The feeling of

weightlessness and freedom)was exhilarating,

... flight? While we may never know exactly
what it's like to fly like a bird, we can still
enjoy the(feeling of weightlessness and
freedom that)comes with dreaming ...

... ten feet down to a railing. And birds
never come back to their old bedroom

after venturing into the larger(world. It was
over. in the trees)behind the house. ...

and the bird let out a cry of joy and triumph.

As it flew further and higher, the bird marveled
(at the world[below. The trees andlfields that had)

... world with new eyes stretching her
wings over and over guided by instinct
until she stood at the edge and(took a leap
of faith. With her wings spread)wide ...

... jostled about. Like | have turned to

powder; and all the ash that sits in m
mouth, now lingers on(the air, unsure of

what to do next. What is it about grief ...

seemed so ...

..., applying increase pressure, teeth
clenched until one fiber after another

This was the cry of the first bird ever pushed
from its nest, tentative wings stretching for flight.
(The sound echoed through the forest, Jbouncing

... Guidan Bakoye village in Niger took a
decision that seemed radical at the time.

They would no longer rip young(trees out
of their fields before)planting seeds, ..

... her feet, but it didn't even take a seconc

and she was on her knees, gasping. "Ah."
The sound rang(through the forest,

synchronized into a loud break that(echoed

off the trees andffilling the air{with a sense of

through the forest.)Same sound as that ...

anticipation and excitement. It was aJsound that

heralded the start of a new journey, a new)
chapter in the life of this small, fragile creature.

bouncing off the trees and)making the ...

... wait for it, Twilight Zips - after dark, zips
at night! One of the great things about
Dalby is the(sense of excitement and
anticipation which]builds as the course ...

The bird(looked down at the ground far(below,
its heart pounding in its chest.(This was it - the ]

... Today as | write the first blog post for
Rustic Motifs, | feel a little emotional. After
all, it is the start of a new journey, a new)
phase in our lives, one we hope will ...

... the silence that falls over us then is so
total | can't hear anything, not the rush-hiss
of(my heart pounding in my chest, not the )
sounds all around us; insects, wind, ...

moment it had been waiting for, the moment it
had been preparing for all its)life. The bird knew

... for hours, while the sun slowly dipped
over to the west, lengthening the shadow

of the tree. Every time he(looked down at

the ground far below) he felt dizzy and ...

it had to fly, that it had to spread its wings and
take a leap of faith into the Junknown.

Tentatively, the bird pushed off from the safety
of the ...

... envisioning what would be, all those
visions that we've talked about, all of the
fvaiting, all of the preparing, it is here, in

this moment, that they begin to be. ...

... being challenged to take a leap of faith

because we cannot soar if we do not fl
and we cannot|(fly if we do not spread our

wings and take a leap of faith. Baby ...

Figure 9: Example outputs from DJ SEARCH based on both verbatim and semantic matches. We
prompt LLMs to generate a few paragraphs of a novel, beginning with a first sentence taken from a
human-written novel snippet.
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Please write a few paragraphs for a novel starting
with the following prompt: “This was the cry of the
first bird ever pushed from its nest, tentative wings
stretching for flight.”

This was the cry of the first bird ever pushed

from its nest, tentative wings stretching for flight - years. Thllir“Pli‘thU“;}P ! fz" Lhe|b,|°:d
The bird, a small, fluffy creature with a speckled moving quickly through my body. Its heat
X X once again present. Thump, thump. |
chest and bright, curious eyes, (looked up at the (looked up at the sky and let out a)breath....
Llama2-70B-Chat . )
sky and let out ahesitant chirp. It had never
... land afivinmm? This tOUIF gives you all known the thrill of soaring through the air) of ... AIR LLOYD GIFT BOX Surprise your
six runs of the signature zipline course o . f - . loved ones and give away the unique
combined with an ATV adventure. A&er@ feel'lng the wind rushing ?enleath ItS'WIngs,O'E experience [of seeing the world frc?m a
thrill of soaring through the air,)cruise ... seeing the world from a bird's-eye view.(But it bird's-eye view with one of our ...
was eager to learn.
- We were to fly from, | was all geared-up. ... with Lee Strasburg for five years and
Without hesitation, | ran and jumped off With altentative hop, the bird pushed off from became a member of the Actors Studio.
the mountain, instantly{teelngitHelwind the branch(_feeling the wind catch its wings(and My students have a lot to(learn from me,
catch our wings. We werelflying, soaring ... = - = and | am so eager toJshare it. I'm really ...
lift it up into the ai. It was aJwobbly takeoff, but
... on the breeze. You are stretching your ZThe)bird was determined(to master the art of ... immediately as takeoff was 'wobbly'.
neck to see me try to navigate the strong flight. Ttflapped its wings fur ... How is this showing something was
press and(lift of the air. YouJshiver against wrong?!! It was a little windy today, so a
the brisk upturn of downy feathers. You ... wobbly takeoff is to be)expected. ...
... with its mother. The scene became even It was a sunny day in the Yillage when a small,. ... days after hatching for birds to
more compelling when the fledgling fluffy bird emerged from(its nest for the very first accomplish their first attempt at flight.
suddenly spread its wings and flew, leaving time.) Its wings were still soft and untested, but it Typically smaller birds(master the art of
(its nest for the very first time.)Scheerer ... stretched them out confidently, peering over the ﬂight learlier than larger ones. Bald ...
edge of the branch to)take in its new world. The
- - " L. . ... and yelled, "Hey Anku what's up!?!"
village was bustling with activity, and the bird 'well, us, obviously' Cerise though,
< hopped from branch to branch)exploring its following him to the(edge of the branch
P 9 he(edg
new surroundings. But even as it was learning and peering over it)Instantly she ...

OLMo-7B-Instruct the basics of life, there was(a sense that

something was about to change. )

... comes to you called 'maturity’. And as

you gain this maturity, you realize you do
. - belong to this lower{branch. That bird
... like London and wandering around . . not SRS -
Europe. They held off booking based on As the days passed, the little bird grew stronger, hopped to alhigher branch and as it ...
the news and(a sense that something was its wings increasing in size and strength. But
about to change.JA few weeks later ... something was still not quite right. Despite its

excitement at the prospect of flying, it seemed

-+ the parent's squawk put it off, the chicls to be avoiding the idea altogether. Every time it

back paws slipped. Sharalynn dashed :
forward as its hindquarters slid over the hopped closer(to the edge of the branch, it
edge of the branch, itsjwings ... would ...

Figure 10: Example outputs from DJ SEARCH based on both verbatim and semantic matches. We
prompt LLMs to generate a few paragraphs of a novel, beginning with a first sentence taken from a
human-written novel snippet.
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Hannah Whitten

o\ =

Llama2 70B chat

Please write a few paragraphs for a novel starting
with the following prompt: “A sickening thunk as a
fist crashed into his temple; he slumped to the
ground.”

A sickening thunk as a fist crashed into his
temple; he slumped to the ground. Someone
grabbed Lore’s braid, fallen from its jet pins, and
jerked it backward. She snarled, but the Presque
Mort's arms closed around her, kept her
confined. It took two to do the same to Bastian;
the Sun Prince thrashed, shouting curses that
echoed through the slowly darkening atrium.
One of the monks struck out with a dagger; the
sharp edge sliced through Bastian’s eyebrow,
sheeting blood and shocking him into enough
stillness to be subdued, arms twisted behind his
back. The shadow of the moon moved closer to
the low-hanging sun. The Presque Mort who
held Lore steered her toward August's throne.
The Sainted King stood motionless and aloof,
hands behind his back. Another Presque Mort—
the one from the leak, walking almost normally
on a prosthetic foot—approached the dais and
handed the King a dagger, cast in silver and
scrolled over ...

A sickening thunk echoed through the air as a
fist crashed into his temple, sending a searing
pain through his skull. He felt(his legs give out _
from underneath(him, and(hejslumped to the

ground, his)vision blurring ashis head hit the

... Sandstream staggered a few tail-lengths
towards the pond. His knees collapsed
under under(him, and he slumped to the

hard earth.(He could feel his pulse racing in his )

... When this happens, he seems a little
disoriented, (his legs give out from

underneath him, and he/falls or almost

falls. How should he deal with this? ...

... Poe had snuck liquor from his father's
cupboard when they were far too young to

be drinking it.He slumped to the ground,

his vision blurring asltears formed at ...

temples,(and his breath coming in ragged

ground, hisltail dangling in the water. ...

... leaped to his feet along with the other
men as Laiman burst into the clearing, his

eyes wide and(his breath cominé in raééed

éasés. "Patrol," he wheezed, ...

gasps.

(As he lay there, he could feel thejweight of his
attacker's footsteps approaching him, the

ground trembling beneath his(feet. He tried to

lift his head| to see who had attacked him,(but

... stretching in a row from Alton to East
Tisted(As he lay there, he could feel the)
back of his shirt, damp from sweat, even
though the sun was pale and barely ...

... of treatments to no avail. Songaila tried
to participate in the first training cam
practice last month in Richmond, but the

pain was too much, and he)has not ...

the pain was too much, and(heJfell back onto

the ground, his)eyes slipping closed ...

... # _Chapter 59_ "Don't move," said
Jude. Sebastian froze, his gaze locking with
Hero's.(He could feel his pulse racing in his)
neck, feel the wind buffeting his ...

... the door. | tried to ignore them, glanced

at Lugh slumped in the opposite corner.
No hands. No|feet. He tried to lift his head

and | choked back a cry as | saw the ...

... His hand slipped from Fenrir's and he fell
to the ground. He tried to stand, tried to
look back[to see who had attacked him,
but)a boot pressed against his temple ...

... it was before. He felt the world starting
to go dark, and had no energy to fight
it...and sohe fell back onto the ground, his|
conscious slipped away from him. When ...

Figure 11: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a few paragraphs of a novel, beginning with a first sentence taken from a human-written

novel snippet.
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Reference Corpus

GPT-3

Please write a few paragraphs for a novel starting
with the following prompt: “A sickening thunk as a
fist crashed into his temple; he slumped to the
ground.”

... envisioned is simply not in the cards. At
the beginning of this campaign, I(had
always known that this was a possibility.

James(had always known that this was a

And as many of you know, | passed ...

possibility) Growing(up in the rough streets of

New YorE ;@ he had learned to always be on
his guard. But(no matter how prepared he thou

ght he was,Jnothing could have prepared him

... Gundam Maxter and representative of
Neo-America. His fighting style is boxing.
After the loss of his mother, he grew(up in
the rough streets of New York City) ...

..., and the baby formula so that she

couldn’t “meal prep” three months worth
of bottles. But,(no matter how prepared he

thought he was|for times like this, she ...

... Shock gripped Caldan as he stared at
what he had done. Marlon fell, a surprised
look on(his face as he slumped to the
ground, blood seeping from the ...

... she would be. She moved from between

Adam and Derek and stood up. Her legs
were weak, (as if they were made of)rubber.

She stumbled over to where her clothes ...

... throat: Deh drew a sharp breath, and
then the blade came forward(and he could
feel the warmth of his own blood trickling

for theJsickening thunk that echoed through his
head as a fist crashed into his temple.

He stumbled backwards, his vision blurring and
his ears ringing.(He could feel warm blood

... "On-screen," Picard ordered. It was not
the Unsung's practice to hail. But as

surprising as that fwas, nothing could have

prepared him for theJfigure who ...

trickling down the side offhis face as he slumped

fo the ground,)his body unable to support itself.
He knew he (had to get up, had to)fight back,

... a goddamned bottle while | wasn't
looking?" His heart thundered.(He could
feel warm blood trickling down the side of
his face). Pain had been replaced by ...

but his limbs felt heavy and weak/[as if they were
made oflead. ...

A sickening thunk echoed through the dark alley

as a fist crashed into his temple, sending him
reeling to the ground.) The rough concrete

scraped against his cheek as he struggled to

_—_
... McLendon knew he(had to get uE, had

@do something before Brautigan
scrambled out and came for him again. He
staggered to his feet and looked for ...

... thief came running out of the bank's
front doors, Cobalt hit him with electrical

blasts from both hands, sending him

stay conscious, his vision blurring and(twisting

reeling to the ground.JThe man was ...

into a kaleidoscope of colors. HeJcould hear the
sound of footsteps as his attackers circled
around him, their laughter and jeers ringing in
his ears.

Every(breath he took felt like fire in his lungs)

down higlneck in the cool air of the ...

(and he could feel the warmth of his own blood

trickling down his)face.(He tried to move, to

... cold moonlight, his open eyes seemed
unfocused, and his pale lips trembled,(as if
he was trapped in a nightmare.)”Did you
have a bad dream?” He Shen walked ...

push himselfjup, but his limbs felt heavy and
uncoordinated, (as if he was trapped in a

... In the next instant, | was sucked all the
way inside, my body(twisting into a
kaleidoscope of colors. Helat ripped

through me from my arms to my chest ...

... The back of his head was still throbbin
and every [breath he took felt like fire in his
Iunés } He was weary, as if something had
used up all the elemental energy he ...

nightmare.JHe couldn't even ...

... the fall. It lay six paces away. Survival
instinct told him he must get to it.(He tried

to move, to push himself Jcloser. The heel

of his sandal skidded on blood. ...

Figure 12: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a few paragraphs of a novel, beginning with a first sentence taken from a human-written

novel snippet.
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1

1 [:] Verbatim Match

1

1 (C__) Near-Verbatim Match

ChatGPT

Please write a few paragraphs for a novel starting
with the following prompt: “A sickening thunk as a
fist crashed into his temple; he slumped to the
ground.”

A sickening thunk as a fist crashed into his
temple; he slumped to the ground. The world
around him spun as he tried to shake off the

... The tension was starting to get to him,
and his migraine was! makiné it hard to
focus.)He could only catch snatches of
what was being said down below, but ...

... He looked up and down the hall. No
one was there (He could hear the muffled

blow. The pain seared through his skull,(making
it hard to focus.He could hear the muffled

sounds of ajfew TV sets coming through
the doors, as well as what seemed to ...

... Razor released garbled sounds as he

sagged to his knees.(As he struggled to
regain his bearings, she sidestepped and

rammed a knee into his side, toppling ...

sounds of g scuffle around is vision
was blurred and) his thoughts scattered.

(As he struggled to regain his bearings, Jhe felt a

... was sure that no omegas had ever been
here, not even by accident. But as he
strained his(eyes, he saw the silhouette of
aJpetite body, dressed in pastels and ...

hand grab his collar and pull him)upright.

... The last thing he saw was someone
leaning over{him, but his vision was blurred
@he couldn't tell who it was. "Rave..."
he slurred, saying the only name that ...

Through bleary eyes, he saw the silhouette of a)
figure looming over him, a menacing presence
in the dimly it alleyway. The smell of sweat and
alcohol filled his nostrils as he braced himself for

another blow.

But instead of another punch, the figure| sEoEe

... Through this money, he became The
Kingpin. But, on this fateful day, with the
kingpin lying(in a pool of his own blood.
He looked)up at his killer. What was ...

ot —

OLMo-7B-Instruct

... doorway before Joe's strength gave out.
As Jenny pushed open the door, Joe's

knees buckled again. He(tried to stand, but

his legs felt like jelly. He)saw the cabin ...

in a fow, menacing tone.) "You shouldn't have

crossed us, Johnny. Now ...

... The icy cold of the water, coupled with
his weakened state, worked against him,
and he sank further. Gratefully(he felta
hand grab his collar and pull himJup. ...

... Blair blurted out. Joe's mouth fell open
in disbelief and his eyes glittered behind
his glasses. Hel séoke in a low, menacing
tone ) 'You went through my garbage?' ...

... She threw it into drive and punched the
gas. Rasputin flipped over the hood
followed by(the sound of his head hitting

Jacob woke up to(the sound of his head hitting
the pavement) He groggily sat up and found

the pavement}—much like a watermelon ...

himselffin a pool of his own blood. He looked)
down to see a fist-sized lump where his right
temple used to be, and his head was throbbing
(like he had been hit with a hammer. )

Jacobtried to stand, but his legs felt like jelly. He
stumbled to his feet and stumbled down the
sidewalk. People were starting to notice him
how, and he could see their faces)contort in
concern as they noticed the blood.

... Datsun pulled up along the road and
stopped. It was packed with teenagers.
One rolled down the window and said,

"Hey man, are you okay?"]l knew the ...

"Hey man, are you okay?") a passerby yelled.

Jacob (tried to nod, but his'head was]spinning

and it was hard toJform words.

... South Lucroy harbor. Had they gotten
out of there and back to their little farm?

She wasn't exactly sure. Her(head was

("What happened?" the man asked)...

... collapsed one day... One day, after an

18-hour shift, he suddenly passed out and
fell. When he woke up, he{ found himself in
a pool of his own blood)sporting a ...

... “What!” She shot him a look which on
retrospect might have been harsher than it
needed to be. Bogus wincedlike he had
been hit with a hammer.)Gorse ...

... Willie blinked; that second leap would
be difficult for any athlete. The hooded

figures were close(now, and he could see

their faces); crossed slits replacing ..

... this information, Survivor, then | _will_
get it to her, or | will die trying." Spook

ried to nod, but his head was|held tight by

the bandages and wrappings. He ....

spinning and it was hard toget her ...

Figure 13: Example outputs from DJ SEARCH based on verbatim
generate a few paragraphs of a novel, beginning with a first sentence taken from a human-written

novel snippet.
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Alex Hay

o\ =

Llama2 70B chat

Please write a few paragraphs for a novel starting
with the following prompt: “The lower offices were
sufficiently warren-like that she could sneak upstairs
without being observed.”

The lower offices were sufficiently warren-like
that she could sneak upstairs without being
observed. She entered the front hall first. It felt
satisfying to start somewhere forbidden. There
was a cathedral-like hush, light coming down
through a glass dome above. Palms and ferns in
great vases. A floor made of white marble. Gold
on the door panels and crystal in the doorknobs.
A lot of very disgusting and expensive things
that Mrs. Bone rather liked: paintings of nude
ladies, foxes stuffed till their eyes popped, stags
screaming silently from their plinths. It wasn’t
exactly the size of the place that caught her
breath. It was the curve to it, the way it flowed
upward, all glass and iron and light. It seemed
frosted, iced, a lickable, kissable house. Her
envy made her skin grow hot. The hall was
connected to the gardens by a long,
colonnaded passage and several glass-fronted
doors. She remembered it from the ...

The lower offices were sufficiently warren-like
that she could sneak upstairs without being
observed. The narrow corridors and cramped
workstations created a maze of shadows and
hiding spots, allowing her to move stealthily
through the space. She knew that the upper
floors were reserved for the higher-ups, the ones
who made the important decisions and
commanded the respect of their colleagues. She

... being paid a bribe or of a financial gain
being made, but then | was very new and

knew nothing(about what went on behind

those closed doors). Maroubra was a ...

(had always been curious(about what went on)

behind those closed doors,(and now she had the

chance to In§ out.

... on Saturdays from 6-8 pm! Since April
2016, Spring quarter of my 2nd year. |

initially got involved because I(had always

been curious about what went onin the ...

... walk toward the house, the aroma of
blunts and joints filled the air. People lined
the sidewalk and the driveway.(As she

made her way up the stairs, shewas ...

... magnified a thousand times, seemed to
stare directly into hers. Excitement

shivered down her spine,(mixed with a

healthy dose of fear. A full-grown male ...

(As she made her way up the stairs, [she]couldn't
help but feel a sense of excitement(mixed withja
healthy dose[of fear.)She had no idea what ...

... curious what was in that briefcase the
Yauza had paid her to deliver to the Triads,
{and now she had the chance to find out.)
Her fixer, Madame Butterfly, had called to

... up to claim his prize, Elizabeth could see
the look of power and control in his eyes.
(She couldn't help but feel a sense of
excitement mixed withltrepidation at ...

... unwelcome but the mage did not react

at all, simply tensing every muscle in her
body outlof fear. She had no idea what

happened, her heart was thumping in ...

Figure 14: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a few paragraphs of a novel, beginning with a first sentence taken from a human-written

novel snippet.
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GPT-3

Please write a few paragraphs for a novel starting
with the following prompt: “The lower offices were
sufficiently warren-like that she could sneak upstairs
without being observed.”

... town was knowing where he wouldn't be
bothered. Once they moved to the back,

finally Wendy knew this was it.(She had
been planning this for weeks Jever ...

... He passed the book to Maisie. "Thank

you very much." She took the open book
and walked to a desk,(careful to make as

little noise as possible. Shejtook out ...

... She ran off of the porch and stood undet
the tree, watching the branches for any
sign [of movement. When she was satisfied
that the)boy wasn't around, she walked ...

... 0 bserver might think that we'd spent
the whole period wandering through the
maze of forridors that made up the lower
levels of the High Fane. | did have to ...

(As she made her way through the dimly Tit lower

... The hard-packed dirt floor of her room
radiated cold even through her heavy

woolen work socksAs she made her way

through the dimly litroom to the door ...

offices, Elizabeth(couldn't help but feel a thrill of
excitement. [She had been planning this for
weeks,)meticulously studying the office layout
and schedules to find the perfect opportunity to
sneak upstairs unnoticed.(Her heart pounded
with each steé she took,her hands clammy with

nervousness.

Finally, she reached the stairwell and quickly
ascended the stairs,(careful to make as little

noise as possible. She)had always been curious

about the upper floors of the office building,Jthe
ones reserved for thesigiter-ups and executives.
The thought of being able to explore those
forbidden territories filled her with a sense of

rebellion.

(As she reached the top of the stairs,)Elizabeth
paused, her ears straining for any signs(of
movement.(When she was satisfied that the]

... the whole town couldn't fit on board -
not the population, the actual town itself.
Still, she [couldn't help but feel a thrill of
excitement.JShe 'd sailed before, but ...

... the front section of the barn where
several grooms were busy brushing horses

and checking hooves.(Her heart pounded

with each step she took,Jand a strange ...

... the reopening of the concourse to the
public with retail and restaurants, and

residential conversion of(the upper floors

of the office building))at last bringing ...

... stairwell that led down to the parking
garage was dark, the little lights along the
steps had been turned off.(As she reached
the top of the stairs,Jshe heard running ...

... light to them as they wove through the
quiet streets of Paris. She looked left first,

before then looking right. When she was

coast was clear,)...

satisfied that the coast was clear, she ..

}8/

... Dytha could argue until she was blue in
the face but some days, she really wasn't
feeling in the mood for it.(Today was one
of those days.)She waved a hand ...

The lower offices were sufficiently warren-like
that she could sneak upstairs without being
observed. (it was a blessing and a curse, the)

... and the rivalry which had, in its own
way, | knew, helped to make us great /It

labyrinthine corridors that made up the Tower

was a blessing and a curse, the)price we

evels of theJcompany's headquarters. On one
hand, it made her job as a junior employee that

much (more difficult; on the other, itjallowed her
the freedom to move about unnoticed when the
situation called (for it.

Today was one of those days. With a folder full
of sensitive documents clutched tightly to her
chest, she made her way through the dimly lit )

... into the back of her belt-sash and hoped
to heaven she wouldn't have to use. With
her heart pounding in[herchest,Tmade
her way through the)palace via ...

hallways, her soft-soled shoes silent on the worn
carpet. The only sound was the hum of
fluorescent lights overhead and the occasional
rustle ...

had to pay for our genius. For now, | ...

... affected word learning. On the one
hand, it might be distracting for children

and make learning(more difficult; on the

other, itmight help word learning, ..

... The hard-packed dirt floor of her room
radiated cold even through her heavy

woolen work socks. As(she made her way

through the dimly lit)room to the door, ...

Figure 15: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a few paragraphs of a novel, beginning with a first sentence taken from a human-written

novel snippet.
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Please write a few paragraphs for a novel starting
with the following prompt: “The lower offices were
sufficiently warren-like that she could sneak upstairs
without being observed.”

ChatGPT

... the reality show Undiscovered. Dawn

was nervous for her daughter. This e-mail
contained news|that could potentially

change her life forever) Dawn opened ...

The lower offices were sufficiently warren-like
that she could sneak upstairs without being

observed. vy knew this well, as(she had been

working in the building for years. The dimly lit

corridors and maze-like layout(made it easy for

... "excited to start something new,” and
felt more comfortable making the
transition sincelshe had been workiné in

the building for years)and she was ...

... oblivious to her and her bookish self, so
much so that they let her wonder away in a
ball, which(made it easy for her to slip
@with Nathaniel. Anyway, the ...

her to slip away)unnoticed.(As she made her way
up the stairs, her heart raced with anticipation.

She was about to do something risky, something

{that could potentially change her life forever. )

... night, Cord.” "Abigail,” was all he said,

but she could feel his eyes on her as she
left the kitchen.(As she made her way up

the stairs, Jthe men’s voices carried to ...

... Hyacinth whispered as they approached
the corner. The Sun Is Also a Star I'm sorry?
He(peered around the corner, making sure
the coast was clear].How did you know ...

Reaching the top floor, vy paused to catch her
breath. She[peered around)the corner, making

sure the coast was clear)before continuing on.

... right path again, but with the impending
trap, that was not very likely. Details
details!(She had a mission to accomplish,
and she was]already going to do it well, ...

... body tight against the trunk in an
attempt to make herself as invisible as

possible as she took the time(to catch her
breath. She peered aroundto check if ...

(She had a mission to accomplish, and she was )
determined to see it through. As she crept
closer to her destination, the sound of muffled
voices grew louder/causing her to freeze in her

... by contrast, made a terrible racket, even
through his thick fur coat. Narmora was the

first to reach the gates.(She pressed herseli

tracks.|She pressed herself against the wall,

istening)..

... Whatever the reason, an odd prickling
sensation ran the length of Black's spine,
(causing her to freeze in her tracks. )
Clucking her tongue against the roof of ...

against the wall, listeningjintently to ...

glme

OLMo-7B-Instruct

... Henry crossed the bridge into Oakland.
No lights in the windows of the house.

Inside, down (the hallway, careful not to

She snuck through(the hallway, careful not to

make a sound) Thomas was asleep on ...

make a sound.)She had to be quiet, she had to

be quick, or she would)be caught.(Her heart
pounded in her chest as she)made her way up to

... her just as powerless. A whispered
request from his sensual lips and she'd
melt into him and beg for more.(Her heart
pounded in her chest as she)stared into ...

... Alice said, then fell in behind the other
woman as she led her to Mr Davenport's

the higher offices of the building, her
destination (hidden from view in the dark corners

of the)lower floors.

She had a plan, a risky plan,(that could chanée
her life forever. It was)a plan that could make her

office, and the interview that could change
her life forever. It was)hardly surprising ...

rich and give her(the power to do good in the

... me at all. No matter the outcome, it
didn’t work the way | wanted it to: If Jax
won, it had to be quick, or she would ook
bad for taking so long. If Bliss won, ...

... It would have been cruel to puncture the
boy's illusion, to remind him of those who

lived in obscurity,(hidden from view in the

dark corners of the metropolis, the ...

world.)But she(knew that it came with a price (If

... learning in the Deepblue consumed
huge volumes of resources. Even though
he had the subsidy of 30,000 coins, he
(knew that it came with a price.)It looked ...

she was caught, she would be)arrested, her
dreams of wealth and power shattered like a
glass prism(under the light of the sun.

... Fuck time travel, fuck Setsuna, fuck
Island. Loser: UzaMaid! - We don't

SheJreached the top of the stairs and pushed
open(the]door to the highest office in the) ...

... technical/sectoral bridge,” Zeichner
says. Aside from being good for business,

Zeichner believes loT has(the power to do

good in the world. He emphasises, ...

understand how Kamoi walks freely lunder

the light of the sun. Sheshould be in a ...

... as a provincial premier. With his
swearing-in, Mr Mabuza at least has a

finger in the jamb of(the door to the

highest office in the)land. Ms ...

... French soil, she thought with a shiver of
fear; enemy territory. Now she was a

criminal, a terrorist, a spy.(If she was

(caught, she would be)executed. She put ...

... the words. "We are," she said. "He's in a
room at the top of the stairs." Or so she
hoped.(She reached the top of the stairs
and pushed open theJdouble doors. To ...

Figure 16: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a few paragraphs of a novel, beginning with a first sentence taken from a human-written

novel snippet.
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Newton Minow

... >>>> The police have a responsibility
{to enforce the law in the public interest.)>
Actually, and interestingly, you're mistaken.
And, actually, but far less...

Please draft a speech with the opening sentence:
“It is with this and much more in mind that | come
before you today.”

... One editorialist in the trade press wrote that

|

carbon-cutting goals. “Our building sector

"the FCC of the New Frontier is going to be one
of the toughest|FCC's in the history of broadcast
regulation.” If he meant that we intendto
enforce the law in the public interesﬂ, let me
make it perfectly clear that he is right: We do. If
he meant that we intend to muzzle or censor
broadcasting, he is dead wrong. It wouldn't
surprise me if some of you had expected me to
come here today and say to you in effect,

"Clean up your own house @r the government

is going to be one of the toughest)sectors
to fully decarbonize,” said Deborah
Donovan, Massachusetts director...

will do it for you.]' Well, in a limited sense, you

..and the Liberals didn't do anything about

would be right because I've just said|jt. But |

want to say to|you as earnestly as | can that it is

not in that spirit that | come before ...

...Regulate the industry,(or the

government will do it for you) With that

ultimatum on the table, several major

players in the media industry...

GPT3

...their trust in me and our Liberal team,"

McNeil said. "It is(with a deep sense of

{As | stand before you, | am filled with aﬂdeep
sense of responsibility and purpose] For |
understand that every word | speak here today
holds the power to shape our future, to inspire
change and to bring about progress.

it. But | want to say tojthe government,

and this is very serious, that we have been
living through some very...

_—
...l am delighted(to have this opportunity to

address such a distinguished audience), at
such a stellar event, and on such a lovely
evening....

lam honored[to have this opportunity to

responsibility and purposejthat | will make

certain that our plan is delivered...

= 1

.. this goal. Once again,(l am honored to
have this opportunity to address)you and
look forward to the rest of the sessions
today...

... pandemic has put everyone on edge.
We are living in a time of great uncertainty
and almost a year later, there’s still no
guarantee of when this pandemic will end.

address]such a distinguished audienceJ[and |

...The holidays are upon us, (and | want to

take this moment to express my gratitude

want to take this moment(to express my
gratitude for]your presence andJattention.

M/e are living in a time of great uncertainty]and
challenges. Our[world is constantly evolving, and

for)so many meaningful moments and exch

... the appointment in a letter dated 29th

January, 2019. “I would like to express my

gratitude for your presence and)valuable

with it, so are th§ issues we face. From climate

change to social inequality, from political

divisions to economic disparities, our society is
grappling with complex éroblems that require

immediate attention.

input and leadership role at the first

... The crypto(world is constantly evolving,
and with it, so are the trading platforms.
LeverFi is one such platform that is making

waves in the industry [...] Share your videos

...Murphy to tie it all together in the end.
Even with @l the chaos and confusion,

Howeverl amidst[all the chaos and confusion,
there is... ]

there ig one sure thing about the returning

characters -- we are glad to have them

.. they found no(problems that require
immediate attention. However,jthe dam
has been given a “poor” rating by the EPA.
See below for the original documents...

Figure 17: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a speech starting with the opening sentence of a human speech transcript.
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ChatGPT

Please draft a speech with the opening sentence:
“It is with this and much more in mind that | come
before you today.”

... As we gather here, it is crucial[to reflect on

the challenges and opportunities that lie ahead.
Our world[is constantly changing], presenting us
with new|obstacles to overcome and new paths

... we learned that GIS has still challenges
ahead. Our world is constantly changing,
and these changes cover climate, public
safety, transportation, pollution ...

... observes and asks questions about the

world. Our understanding(is constantly

changing, presenting us with new
questions and answers. Science gives us

to explore. It is up to us toIrise to the occasion

... opportunity for CJP’s new Chair of the

Board, Neil Wallack, to reflect on the

and meet these challenges head[on.]

challenges and opportunities that lie
ahead|in his two-year term ...

One of the key[issues facing]us today(is climate

... for working families," he said.
"However, we can [rise to the occasion and
meet these challenges head on), as we've
done generation after generation ...

change, The planet(is warming at anlalarming

rate, with devastating consequences|for our

... we have yet(to explore. It is up to us to

make changes now, to change what we do,
and to identify how we will take action.
Therefore, OGI, and ...

environment[and communities.[lt is imperative
that we Jtake action now(td reduce our carbon
footprint and protect our planet for future

... The Pentagon has recognized for years
now that one of the most pressing(issues
facing us today is climate change.)
Fortunately, we have a wealth ...

generations. ]

... evolves, laws changes, and audiences
move(on. One of the key issues facing)all
adult performers is that global
governments are shunting ...

_ X
... the greatest of which(is climate change.

But it's not just environmental issues that we
must address. Inequality and injustice (are

.. the world(is warming at an alarming
rate, with devastating consequences).
While our vast oceans are helping to take
the heat out of climate change, new

pervasive in our society, and we musthork
together to create a more equitable world for all.

... across jurisdictions, governmental
organizations,(and communities. It is

The planet is warming at anjalarmingly fast

pace, putting pressure on natural resources
and changing the way that land is used. In

This means fighting for social justice...

imperative that wejwork together to

improve data sharing and comparability...

... of people into hunger and poverty,”@
imperative that we take action nowto
protect and renew soils to ensure a more
food secure future. Luckily, there are

pervasive in our society, and we must)
acknowledge with penitence that they are
also pervasive in our organisation. . . “We

—
... The effects of this inequality(are

... Americans should lead the way in the
mission(to reduce our carbon footprint and
protect our planet for future generations.)
Abandoning this agreement ignores the

... for action to achieve gender parity. Let's

all take some time today to appreciate the
women in our lives and fwork together to

create a more equitable world for all]...

Figure 18: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a speech starting with the opening sentence of a human speech transcript.
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Please draft a speech with the opening sentence:
“It is with this and much more in mind that | come
before you today.”

... had take into consideration the health
of our community and the ways in which
we canJdo our best to protect each other,
which means we may not be able to ...

... | have had the privilege of meeting and
(working with many of you, and | have)
witnessed first-hand your immense
contribution. Whether you are part of ...

... for numerous Danish and international

organisations, among others(in the field of
healthcare, education, technology,
employability, energy, and food ...

... to speak about the incredible potential Eif our
community and the ways in which[we can]work
together to achieve great things.]

As a helpful assistant, | have had the privilege of
working with]many of you, and | have}seen
firsthand the passion, dedication, and expertise

... the funding and materialise the projects?
The recovery plan is a great example of how
we can work together to achieve great
things.)As individual cities and countries ...

... and Popular Protest conference and the
open-access journal _Interface_ (I have
had the privilege of working with some of

the most interesting activist ...

H}you bring to your work. Whether it's[in the
field of healthcare, education, technologyJ or any
other area, | have been constantly impressed by
the innovative solutions and creative problem-
solving that | have witnessed.

But[l believe that we can do even more.] By
collaborating [and supporting one another, we
can achieveIfar more than we could ever

accomplish alone| That's why | ...

... compensation, medical and dental, and
401(k) benefits. If you feel you have(the
passion, dedication, and expertise that
match our unique company, apply ...

... for the purpose for which it was created,
I believe that we can do even more.JMy
noble friend Lord Hunt of Kings Heath will
hear for the first, and probably ...

... We believe that by working together
and(supporting one another, we can

achieve anything,) Thank you for

considering us for your next ...

... believe that what we can accomplish as
a group is(far more than we could ever

accomplish alone] Are You Taking Full

Advantage of Your Buying Group ...

Figure 19: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a speech starting with the opening sentence of a human speech transcript.
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Please draft a speech with the opening sentence:
“It is with this and much more in mind that | come
before you today.”

... speak. Friends, and | don't hesitate to call
youlfriends, | stand before you with aheavy
heart, a heart weighed down by news that
came to my attention, news of such ...

... Honorable guests, distinguished colleagues,
and dear(friends, | stand before[you with a]heart
full of hope [and a]burning passion to make a
differenceIin our world.

... Presentation at City Varsity. She
graduated in 1998 witE a Eeart fu of EoEe
ang a)mind full of dreams. Abena Ayivor
career After graduating, she auditioned ...

... the opponent himself. So, with a vision
in mind(and a burning passion to make a
difference)and highlight the injustice done

to him and countless other people ...

We live in fa time of jgreat challenge and
uncertainty, but also one of boundless potential
and opportunity. The decisions we make today |

... used to explain — or explain away —
much(in our world. We live in a time of
multifactorial stress: the economy;
keeping, losing or getting jobs ...

will shape[not only our own futures, butthe

— %
... the professional world at(a time of great

... the way we communicate to the way we
think about risk @and opportunity. The
decisions we make todayas a country —

and as individuals — might not make ...

future]of generations to come.

We are] here today because we believe in a]

brighter tomorrow, one(where every person has

... convergence of the Manhattan and

the opportunity to thrive and|reach their full

Apollo projects to protect(not only our own

futures, but the future)stability of our

global trading partners. We need to ...

_
... it is explicit to say.(We are here today

because we believe inja vision of a new

Nigeria. We are here today because we
strongly believe that fixing Nigeria ...

potential. A world where Jwe prioritize(the well-

being of all people and the planet we)callhome.

We know that[this is not a]vision that can be ...

challenge and uncertainty) but it will be up

to them to carry on and ensure that
everyone gets a fair chance....

...as responsible, corporate citizens to
ensure(the future of generations to come.
We are committed to strengthening our
local communities and enriching the ...

... is a world where each individual can
reach their full potential. A world where)
each person is empowered to cultivate
one’s gifts and talents. Leaders ...

... a wide range of belongings and items in
Jour home (s know tht i s not )
good situation to be in, but our technicians
are here to provide extensive and ...

... this is a barrier to a vision of the future
{where every person has the opportunity to
thrive)and be healthy.” Davis said the
authors hope the report will inspire ...

... Our goal is to live and work
wholeheartedly in a way that honors fthe
well-being of all people and the planetjwe
share.” When the virus hit, a third of ...

... to the advantage of the nation and all

the people. But(this is not a vision that can

@sold straight -- it has to be accessorized
until it looks like the opposite of ...

Figure 20: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a speech starting with the opening sentence of a human speech transcript.
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OLMo-7B-Instruct

Please draft a speech with the opening sentence:
“It is with this and much more in mind that | come
before you today.”

... would like to bring You into the New

... Ladies and gentlemen, respected guests, and
fellow citizens:

year with a firm belief in the power of unity
thatJknows no boundaries or obstacles.
For You going through the whole country.

[It is with a profound sense of gratitude and[a]
firm belief in the power of unity that)l stand

... of customers, staff, vendors, and

before you today.[As]I look out at this audience,]

advisors. (It is with a profound sense of

gratitude and a sincere heart that | say

thank you! The AccuTemp Community ...

... moment in history and offer music and
reflections that allow us to laugh, cry, and
imagine(a brighter future for ourselves, our
communities, and our world) ...

... the charitable campaigning that the
Coffee Music Project does(is why | am

here, and why | am soJthrilled to be in the

final. I think we can all recognise ...

filled with diverse individuals united by a shared
aspiration for progress, | am deeply grateful for
the bond that binds us.

For it is in this shared spirit of brotherhood and

sisterhood that we find|the foundation upon

which we can build[;]brighter future for

... is here with me. It is largely because of
herfthat | stand before you today. As a
young woman, as a senior in high school,
she introduced a...

... or tuning in to this meeting tonight who

hold the Aaronic Priesthood.(As | look out
at this audience) | see many of you sitting

next to mature men, perhaps your ...

... else that we believe. They are(the
foundation upon which we can build a)

ourselves, our communities, and our world.]This
[is why I am here, and[why | am sopassionate

about this cause. |jam here to champion your
dreams, to amplify your voices, [and to act as a

bridge that connects]us, helping us to realize@

strong, correct understanding of God's
Word. Otherwise we will be building on

... resiliency of the Afghan Refugee. Lastly,
to explain(why | am so passionate about
this cause. IJhave not only fought next to

... keen to gain knowledge, hence this
platform will play an important role to help
them and fto act as a bridge that connects)
very easily to the required information ...

incredible potential that lies within each and

and bled with these brave men, my mother

every one of us|...

1
... He serves as a reminder of the
incredible potential that lies within each

and every one of us}, and the impact that

one person can have on the world. 18th

Figure 21: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a speech starting with the opening sentence of a human speech transcript.
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Lyndon Johnson

... the farthest reaches of thought and
imagination.
Today, 8 million adult Americans, more
than the entire population of ...

GPT3

Please draft a speech with the opening sentence:
“Green fields and dense forests are disappearing.”

... Afew years ago we were greatly concerned
about the "Ugly American." Today we must act
to prevent an ugly America. For once the battle
is lost, once our natural splendor is destroyed, it
can never be recaptured. And once man can no
longer walk with beauty or wonder at nature his
spirit will wither and his sustenance be wasted. A
third place to build the Great Society is in the
classrooms of America. There your children's
lives will be shaped. Our society will not be
great until every young mind is set free to scan
the farthest reaches of thought and imagination.
We are still far from that goal.)Today, 8 million
adult Americans, more than the entire
population of Michigan, have not finished 5
years of school. Nearly 20 million have not
finished 8 years of school. Nearly 54 million --
more than one quarter of all ...

... THE MODERATOR{Ladies and

gentlemen, distinguished guests, and)dear

friends, media friends, very warm welcome
to everybody, and welcome to the ...

[Ladies and gentlemen, distinguished guests,

and]fellow nature[enthusiasts, it is with a heavy

heart tha{l]stand before you today to address a]

pressinq[issue that threatens [the very fabric of

—
... CHURCHILL: "My dear friends,(l stand
before you today to address a)matter of
grave importance. The 1929
Reapportionment Act, also known ...

ourplanet. Thngreen fields and dense forests

... Vue[enthusiasts, it is with a heavy heart
that |Jmust remind you that Vue is headed
to that great console in the sky at the end
of January. Here's" the new round ...

that once adorned our landscapes are rapidly

disappearing,(and it is our duty to [take action)

before it's too late.

... control, tearing the X-Men family apart
and threatening to destroy|(the very fabric
of our planet. Theffilm is the most intense

and emotional X-Men movie ever ...

... of government affairs, Robert McCaw.
"White supremacist violence is an(issue
that threatens the very fabric of ournation
and must be addressed in ...

The|destruction of our natural habitats[has been

an ongoing battle for decades,Ibut in recent

... to public education, including our
school system. We have just three weeks to

years, the rate at which]our forests and fields are

... on Health Care Financing. “The safety
of our children is paramount, (and it is our
duty to take action)to protect them from

toxic substances found in flavored ...

vanishing has reached alarming levels. It is

take action before it's too late. The)bills
;" of those who live there, many ...

are:

estimated that{every minute, an area of forest

equivalent to]36 football fields is lost due to
deforestation. And this is not just limited to

... The fight to be recognized and
accepted|(has been an ongoing battle for
decades, Jperhaps longer, and while we

forests, as(agricultural expansion, urbanization,

have made progress, today there are ...

... already lost 85% of their forest cover —
in fact, [every minute, an area of forest

equivalent to]27 soccer fields is lost

globally.1 Facts like these are hard ...

... can vary greatly. Land-use and land-
cover changes such as deforestation,
h.qricultural expansion, urbanization, and

other human activities/have a direct ...

and other human activities]continue to encroach
upon the remaining green spaces on our planet.

But why should ...

... to a better technology, year after year.
Electronics have always produced waste,
[but in recent years, the rate at whichjwe

use and discard devices has rapidly ...

Figure 22: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a speech starting with the opening sentence of a human speech transcript.
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ChatGPT

Please draft a speech with the opening sentence:
“Green fields and dense forests are disappearing.”

... large and capable wild cat native to the
Americas. Due to hunting and habitat

destruction, when(trees are cut down and

land is cleared), the jaguar population ...

. continued burning of fossil fuels adds
heat-trapping gases to the atmosphere
nd exacerbates the effects of climate
change, Jthe state is going to see ...

..Jand it is up to us to take action)on those
words. Worshiping together in the context
of a larger body provides benefits and
protections to us that would ...

... at an alarming rate[ and it is up to us to take
action Joefore it is too late. The loss of fthese vital
natural habitats[not only impacts the
environment but[also hasfar-reaching

... are taken to protect and preserve the
rainforest(before it is too late. The loss of)
the tropical rainforest would be the biggest
catastrophe for mankind possible. In ...

consequences for our health,IweII—being, and

the future of our planet,

As[trees are cut down and land is cleared]for
agriculture and development, we are losing
valuable carbon sinks that help regulate our
climate. Deforestation contributes to
greenhouse gas emissions|and exacerbates the
effects of climate change) Ieading[to more
frequent and severe natural disasters(such as)
wildfires, floods, and droughts.]

... this have to do with climate change, you
may ask? Well, climate change has
contributedto more frequent and severe

natural disasters such asltropical ...

Furthermore, the destruction of forests and
fields threatens biodiversity and disrupts
ecosystems,[putting countless species at risk of
extinction.|These natural (habitats provide

... did yesterday and expect a different
result.” Delayed action(not only impacts
the environment but also has financial
implications. The longer occupants ...

—
... and duration of heatwaves. Heat{also
has far-reaching consequences for our
health ) causing or contributing to dozens
of debilitating or deadly illnesses ...

... top of the pile call the shots. We are
paying for these profits with our health, our
(well-being, and the future of our planet)
The trickle down of environmental ...

... | be an increase in natural disasters,
§uch as wildfires, floods, and droughts)In
Chico, as a whole, the economy will be
affected by all of this. Northern ...

... Embedded in the world's largest and
most intact rainforests, jaguarhabitats

rovide essential services such as clean air
and water, Jsoil stabilization, flood ...

essential services such as clean air and water,)
pollination, and soil fertility, which are ...

o\ =

Llama2-70B-Chat

... humans, our welfare and economy, but
it's(putting countless species at risk of

extinction.]My artwork portrays the
dilemma created by climate change ...

.4.{at an alarming rate, and it's a}trend that we
must reverse. The impact of deforestation and
land degradation is[not only felt by the
environment, but]also by communities and
individuals(who rely on these ecosystems{for
their livelihoods)

Forests provide us with[clean]air and water,

... the smartest deals of the last few years.
League of Legends is spreading across the
globe(at an alarming rate, and it's a prime)
mover in the increasingly lucrative ...

. into the sea. Effect On Human Health
The effects of global warming are(not only

felt by the environment, butJby humans as

well. Higher temperatures can lead to ...

... and Lake Turkana as well as the people
fwho rely on these ecosystems for their )

livelihoods. According to Terri Hathaway,
director of International Rivers' ...

fertile soil[and ajwealth of biodiversity. They are

...than 1.6 billion people in the world rely
heavily on forest resources ffor their

aIsoIa critical source of income for many
communitiesl providing wood, fruit, and other

livelihoods. Forests provide us with clean]
water, regulates climate and protects ...

... detrimental impact on Palestinian
livelihoods, as agriculture was(a critical
source of income for many communities)in
the West Bank. It was Israel’s legal ...

forest products. But sadly, these valuable

resources are being lost|at a rate of tens of

... also work to protect and enhance
farmland so that future generations will
have [clean air and water, fertile soil, and a)
source for healthy, delicious food ...

thousands of |hectares per day.

The consequences of deforestation are far-
reaching and devastating. Soil erosion ...

... personally? A: The forests represent a
national heritage(and a wealth of
biodiversity. They are also)spaces for the

release of oxygen and they provide a ...

... who pay thousands of dollars to digitize
books(at a rate of tens of thousands of )
volumes a year?” It seems like those who
ask such questions have little ...

Figure 23: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a speech starting with the opening sentence of a human speech transcript.
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Please draft a speech with the opening sentence:
"“Green fields and dense forests are disappearing.”

... at an alarming rate. Our once lush and
thriving landscapes are transforming into barren
and desolate wastelands, devoid of life and
color. The unchecked expansion of industries,
urbanization, and deforestation have resulted in
the devastating loss of our natural heritage.

.. for chihuahua stolen in SF smash-and-
grab The subsidence(is not just an

aesthetic issue. Thelsinking sidewalks have

created danger for pedestrians ...

... for between 70-80% of the Amazon
rainforest loss. Forests(are the lungs of our
planet, providing us with joxygen and also

sequestering planet-warming ...

But the loss of greenery|is not just an aesthetic

issue. The|consequences of this depletion are

... "Wherever we are, we are connected to |

the sea it provides(us with the oxygen we

dire and far-reaching. Forests and fields(are the
lungs of our planet, providing[us withthe
oxygen we need [to breathe and)absorbing the
carbon dioxide that|threatens our existence.

... have the opportunity to transform the

(Without them, we face the danger of]climate

need to breathe andJsupports the climate

that we live off. We need a healthy ... |

... may remember from school, plants
photosynthesise, producing oxygen for us
{to breathe and absorbing the carbon

nature of public participation in
government.(Without them, we face the

danger of butting the people out ...

dioxide that)'s dangerous for ...

_
... THE MODERATOR:(Ladies and

OLMo-7B-Instruct

... overburdened. (Green fields and dense

forests are disappearing./A few years ago

we were greatly concerned about the 'Ugly
American'. Today we must act to ...

... populations in the name of conservation

can result in severe(social, cultural, and
economic impacts that pften affect the

most marginalized groups among ...

;ﬂ_adies and gentlemen, distinguished guests,

gentlemen, distinguished guests, and)dear

andJeveryone watching or listening to us today:
As we stand here, on this grand and important
day,[we are faced with a challenge that demands

friends, media friends, very warm welcome
to everybody, and welcome to the press

ourlattention and calls upon our shared
responsibility for the future.

[Green fields and dense forests are disappearingJ
The sights that once defined our planet with
beauty and abundant biodiversity are dwindling,
and the natural world we once knew is being
supplanted by cities, highways, and urban
sprawl. This disappearance, a cause for alarm
and concern, holds not just ecological and
environmental[implications but also{social,
cultural, and]economic impacts that]touch[all of

... goal of curling an extra five pounds for
three additional reps(we are faced with a
challenge that demands ourjfull attention.

Losing focus under such conditions ...

... Sea region, thus involving not only

spatial and economidimplications but also
social, cultural, andJecological implications.

Especially, the logistics and the ...

... campaign and raise awareness of the
fact that(all of us, irrespective of our
nationality,Jare citizens of the same planet

us, irrespective of our nationality,Iethnicity, or

earth. Werner Wintersteiner and ...

place of residence.

The|causes of this phenomenon are well-known,
and they are multifaceted and interconnected:
deforestation ...

... to individuals based on their race,
[ethnicity, or place of residence. The]
systematic refusal to provide goods or
services is not based ...

Figure 24: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a speech starting with the opening sentence of a human speech transcript.
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Henry Van Dyke

GPT-3

... Dancing a Jig Dancing a Jig Oh! What a

beautiful melody.(A song that soothes the

Please write a poem starting with the following
line: Like a long arrow through the dark the train is
darting,

... Bearing me far away, after a perfect day of
love's delight:

Wakeful with all the sad-sweet memories of
parting,

| lift the narrow window-shade and look out on
the night.

... Come on, come in, (and like a river

Lonely the land unknown, (and like a river
flowiné,

Forest and field and hill are gliding backward stil
athwart my dream;

Till in that country strange, and ever stranger
growing,

A magic city full of lights begins to glow and
gleam.

Wide through the landscape dim the lamps are
lit in millions;

Long avenues unfold clear-shining lines of gold
across the green;

Clusters and rings of light, and luminous
pavilions, —

Oh, who will tell the city's name, and what these
wonders mean?

Why do they beckon me, and what have they to
show me?

Crowds in the blazing street, mirth where the
feasters meet, kisses and wine: ...

flowing,JIn volume irresistible toward the
raging sea; Let all the nations see that
Britons now are willing ...

... Racing through the night with a rhythmic
heart beating.

Passing by towns and fields, it's always
departing,

A journey of endless possibilities, always
repeating.

With each passing mile, i's a new adventure,)
A chance to escape, to leave behind the

mundane.

soul .JIt warms a tender heart And makes
people shed a tear. Some songs make ...

As the|wheels spin, they create a symphony of
texture,
A song that soothes the souﬂ a journey that's far

... through the heart of the green
mountains of Ogliastra to the east coast.
(Through tunnels and over bridges, the
train climbs to the highest point Arzana ...

... in the same way they have for the last
e ocades s  symbol o freedom,of)
the rebel in us, or a certain kind of social
stigma, a certain attitude." Another ...

... of course it had collapsed. It had never
existed anywhere but in her own mind

(307-308).As the train moves forward,

Lutie delves deeper into reexamining ...

from plain.

(Through tunnels and over bridgesit travels on,
Carrying passengers to their[destinations
unknown.

it's aJsymbol of freedom, of being unbound,

A fleeting moment of escape, before returning
to reality's throne.

[As the train moves fonNard,]the darkness fades,

And the world outside slowly|comes to light.

It's aJreminder ...

. commissioners. | have a wonderful team

of about 6,000 employees, and, every day,
{5 2 new acventuie) o we eally vy fo

make sure that our community is ...

... to a tone which successfully blends the
surreal and poet
writes, she evokes several emotions at
once. In ‘The Horse' she cleverly ...

... | get new directions and head alon
Calle Mexico toward [destinations

unknown. It's asunny warm afternoon and

the city is still quiet from the ...

... that will gain power when the scandal of

Kate allegedly killing Pope(comes to light.

It's a)pretty sound partnership, Callahan
gets rid of his challenger and gets ...

Figure 25: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a poem starting with the first line of a human-written poem.
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... villages; kids give chase, reaching out

for high-fives as we drive by.(Through
valleys and mountains|the temperatures

change from 45 degrees in the shade ...

... blowing the whistle for Chaffee Road.

(Leaving behind a trail of smoke). Yonder
comes a steam train in a view that could
have been made several decades ...

Please write a poem starting with the following
line: Like a long arrow through the dark the train is
darting,

... Racing against the night, relentless and
unyielding.

Its iron wheels thundering on the tracks,
relentless,

Pushing forward through the darkness,
relentless.

The world outside blurs into a streak of lights,
As the train hurtles forward, unstoppable might.
[Through valleys and mountainsl it forges ahead,
[Leaving behind a trail of smoké and dread.

The passengers inside are but fleeting shadows,

[Caught in the whirlwind of this]metal beast's

... perfect meal for the wrong set of
tastebuds. (Caught in the whirlwind of this)
dialogue, one might be forgiven the
feeling that such challenges are ...

... apartment this afternoon, who are all

‘somewhere else.’(Lost in their own worlds,

lost in their own stories, lost in their own
minds. | go to Grace, lay down beside ...

N

Llama2 70B chat

... persecution. A refugee is that boy. A

refuges is a person, with a story, a e, 2
family, accomplishments, hardships, hopes
and a desire for safety and belonging ...

echo.
Their[faces illuminated by the glow of screens]
[Lost[in their own worlds,}in their[own]dreams.

Ethrough the windows, the world whizzes by,
A blur of landscapes, under the vast sky.

Each moment passing, each second fleeting,
As the train hurtles forward, its ...

... she is judged for her harlotry. The
Scripture is again(relentless and unyielding,
| had thought to break down ...events of
the Horsemen or Extinctions but as you ...

... and headed back to their computers
and ate silently, their(faces illuminated by
the glow of screens). The clock ticked: In

exactly 35 days, Donald Trump would ...

——
... | just want to be free to pursue my(own

dreams. Yet, )| really miss Adnan. By

February, my heart aches for Adnan so
much that I'm willing to meet him ...

... Lou and Daenerys in their strength.
They're both really strong women (in their
own worlds, in their ownjways," she says.

"It's just that Lou has a bit more of ...

... Through the night it speeds, a pathway
charting,
Carrying dreams and hopes, it hastens by,

With a rhythm swift,(a symphony in the sky.

The passengers, a diverse throng,
Each(with a story, a life, aJsong,

Their faces lit{by the moon's pale glow,

Their spirits high, as the journey grows.

The engine roars, a mighty sound,
As the wheels clack, a rhythmic all around,
Through tunnels deep, through valleys wide,

The train speeds on,|with a steady stride.

The ...

... craftsmen built tiny musical instruments

to create (a symphony in the sky.The United

States has fewer pigeon fanciers than many
nations. But what it lacks in numbers ...

... other trees. In the morning dew she was

radiant; at night, by the moon's pale glow,

she was luminescent. Other plants and
trees looked at her with envy, for ...

... He walked across to the red chair, his

boyish swagger replaced now(with a

steady stride.)Even when the caseworker
opened with a _karakia,_ Carla ...

Figure 26: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a poem starting with the first line of a human-written poem.

48



Published as a conference paper at ICLR 2025

Please write a poem starting with the following
line: Like a long arrow through the dark the train is
darting,

s metal[body slicing through the night,]
never halting.
With each rhythmic pulse of its mighty heart,

...back to her apartment. Nora pedaled
swiftly, her(body slicing through the night, )
her hat shuddering in the wind. She knew
the way well; even in the darkness ...

The wheels spin and churn, never|to fall apart.

... AUGUST 13, 1.54 AM. 15 HOURS, 4

[Through]the tunnels]deep, and the valleys wide,

MINUTES _Run, Murderer. Run._(Through
the tunnels), over the road and into the
bush, running and then walking and ...

... generous welcome or with a hostile

attack is left(untold. In thelfilm 2001, at

different points in the story, rectangular
monoliths (not a pyramid as ...

OLMo-7B-Instruct

The train speeds along, its progress untried.
With each passing mile, a new story unfolds,
Of adventure and dreams,
In thecabin's quiet, the passengers stir,

Lost in their thoughts, and a world they prefer.
For the train, you see,[is not just a mode of

... the pain continued, but so did my

determination not(to fall apart. Through

out the last weeks of 1975, | spent as much
time as | could bringing Ebenezer's ...

... wide-awake and thrumming hotly

through her blood, despite the nagging
awareness "Darling?"

Henry sounded incredulous. "What ...

transport,

But a vessel of hope, a ...

... certified for 60 passengers and three

cars. @ysang ferry(is not just a mode of
transport, )it is also a tourist attraction. The
ferry runs between Riser city and ...

... SHOW THE FIRE review | Book 7 —
LEAVE A TRAIL review DARK LOVER by

J.R. Ward(In the shadows of the night)in

Caldwell, New York, there’s a deadly ...

... The sub docked and the sentries herdec

them out.(Through tunnels that)peaked

and curved, making it nearly impossible to
tell exactly where they were, Roger ...

... have heard a joyful sound indeed, Lord.
e i G o grosing
of friends. Once more to gather here in
worship. and what you ask us to be ...

... The train darted with a brave snap,
Its passengers rushing to their fate,
[As the lights flashed and the]cable ran.

The wind was high as it howled through the rails,
As the train approached its destination,

A sense|of excitement and jeopardy,

[In the shadows of the nighﬂ

[Through tunnels&haﬂseemed like an etemityJ
The train danced and weaved in sight,

With each passing car, a little lighter,

As the light of day seemed to delay.

The passengers, all with their own story,
Saw[the world pass by in a blur,)
As they rushed towards their destination,

In the dawn of a new day.

And as the train arrived at last ...

=SS —
... any book.(As the lights flashed and the

alarm sounded with a decorum fitting for
the library, the staff told us to exit
immediately and leave everything ...

... car runs, but it is that shot of adrenalin,

and feeling(of excitement and jeopardy,

that reminds us that we have missed the
action so much. The nature of ...

... Suffice to say that, after a lapse of time

hat seemed like an eternity)we both
rolled into the sunken road and were, for a
moment, under cover. Here, as | was ...

... in a hurry or just get a buzz from

watching fthe world pass by in a blur,)the

modern generation of fast trains is a travel
pleasure. Here are the world's 10 ...

Figure 27: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a poem starting with the first line of a human-written poem.
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Please write a poem starting with the following
line: Why, when our sun shines clearest,

... Why, when our hopes seen nearest,
Why, when our life feels dearest,
Rises a secret pain—

Hope's perfect mirror broken—
Shadows of things unspoken-—
Why will not some sure token

Calm us to rest again?

Mixed with all earthly blessing
Lingers the fear distressing—
-Conscience within confessing
Nothing of ours is pure.

Still must such thoughts upbraid us,
Seeking our own to aid us;

God, not ourselves, hath made us;
Trusting in Him we're sure.

Thus, from our sorrows gleaning
Thoughts of the world’s deep meaning,
Let us rejoice while leaning

Firm on our Father's arm.

Now are we one for ever,

Joined so that none may sever,
Souls, so united, never

Faint through mischance or harm ...

James Clerk Maxwell

4 ... among the wild flowers that bloom, or
where(the birds sing their sweetest songs,)
When[the birds sing their sweetest songs,] these must all be made a part of that
Do we still feel so alone, gentle life of devotion that you are to live ...

— Asiffwe don't belong?)

... cities and the wildlife that inhabits them.

GPT-3

Do we let our worries cloud Should it worry us that we are building on
P places(we don't belong?)'No, well, it
The beauty of each day? shouldn't, because we are going to be ...

mounta{nls, it is easy to find .thmgs to Or do we carry past pains,
celebrate;(it's our own perception Jmore i

than any lack of beauty, that gets in our That we(can't seem to shake away? ... Piano on Gem by Jimmy Vargas. Album
way. Citrus trees are generous trees ... art by Dave Dycus and Steve Chab. ...

Perhaps an't seem to shake away)the fame of the
B

That keeps us feeling small crooked arrow. Would all my friends ...

We forget to see the blessings,
And let the darkness fall.

... to see the world. When we love, we can
) more easily(see the love that surrounds us,)
With open hearts and eyes, and recognize acts and expressions of
We'll[see the love that surrounds us,] love. Love can often be overlooked ...

And feel less lonely inside.

But if we pause and look around,

... your picture. it is special. it is unique. it
is you.(And the warmth of the sun)will feel

heavy O“ your skin. And thedsmell of fresh For in the midst of nature's symphony, ... Towers, "Shock Corridor" Under the
grass will come to your mind ... @nd the warmth of Ehe sur;] Blog Watch, Out(of the sun, We'llbe
We'||]find peace and solace, having some fun, People walkin' above,

We'll be makin' love... Ted Barlow ...

... was is as good of time as any to start In the moments we are one.

anew again.(So let us not dwell on the]
existential meaningless of the Sunday loss So let us not dwell on the|shadows,

and instead let's dwell generally ... That try to dim our light
But[bask in the beauty of the present]...

... than ever? It's often said that we don't
(bask in the beauty of the presentjmoment
because we're too busy staring at a screen.
But is technology the problem or it is ...

Figure 28: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a poem starting with the first line of a human-written poem.
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Reference Corpus

1

1

1

1 Verbatim Match
—

1 () Near-Verbatim Match
I

Please write a poem starting with the following

- line: Why, when our sun shines clearest,

... Does the darkness seem to linger?

Why, when our hearts are lightest,
Do shadows creep in to make us shiver?

ChatGPT
... cnr 2nd Ave & Princess St; h11am-11pm In the brightest of days,
Mar-Nov)(There's always a hint of|pleasures There's always a hint of|night,
to come SWi'"”S a'fo_”"d the ta_bles of A reminder of the balance, ... para bellum #ThisTaserGoesTo11
Dawson's most inviting bar. Enjoy ... [Between darkness and |ight.) Between darkness and light) (I'll comment

on the others later once others have
commented. Madre can't exactly ...

But fear not the shadows,
For they too have their place,

... Burt Young and Tina Louise Star in In the tapestry of life,

Newly Released Faith-Based Family Drama

"Tapestry"(In the tapestry of life, Jonly the Adding depth and grace.

weaver sees the full design. Tapestry ...

Embrace the contrast,

And welcome the unknown,
For in the darkest moments,
Our true strength is shown.

... under 7 years, and save yourself

£1,354.74 in interest. So when our sun shines clearest, ... I'll feel the earth grow warm beneath my
interest of credit card companies for you to [And the shadows start to fal], feet | got to move beyond what you've
pay off as little as possible each month ... Remember, it's in the|contrast, begun(And the shadows start to fall|behind

" - H begins to rise | the ...
That we find beauty initall ... ope begins torise T can see the

. and living high, rather the turning away
from(the things we'd rather not seeand
... Do we often feel the most unease? deal with. There are no words that can
Is it because the light reveals, articulate the Mask of Fury ventilating ...
m All Ehe things we'd rather not see]?
Llama2 70B chat ... and dark under-eye circles, amongst
The shadows hide the imperfections, otherlflaws that we'd rather not face).

The[ﬂaws that we'd rather not face], While there are several cosmetic options to

... mighty and unpredictable; finally, it's = = hide these many skin issues, you might ...
usually windy/foggy/wear your fleece (But when the sun shines bright and]bold,

weather.(But when the sun shines bright) It[illuminates the darkest place.]
and you find a good spot on the Bay ...

... that to the darkness...even the smallest

I—————————————————— It's then we see the|things we fear, candle flame(illuminates the darkest place.
.. on the water...(It's then we see thejtrue The doubts and worries that we hold dear, Our partner is lighting those candles little
horror of the men in the water... in the [The T Ecauiies Tk plague] our mind by little and so is everyone else working ...

burning black oil... The transport boat .
silentlygslips into the” heavy P The fears that we cannot unwind.

... Couldn't Fit into a Tailored Bridesmaid But perhaps, this is a chance,

Dress(The insecurities that plague)my daily To face the things that we must advance,
muddling through life, my lifelong weight To embrace the light and let it guide,
issues always seem to take ... To

Figure 29: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a poem starting with the first line of a human-written poem.
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... study means what you think it means

The 2023 transition (The yin and yang o

climate science The faux urgency of the
climate crisis is giving us no time or ...

OLMo-7B-Instruct

... and show admiration for the efforts the
country is making to restore security.

Revealing the truth, the]Mozambique

government mentioned ...

... latest edition here. The Tallons in the

Times, 1897(Yet, despite the warmth)of the

tale told by the pub's owner, when my
parents’ party walked out of the doors ...

Please write a poem starting with the following
line: Why, when our sun shines clearest,

... Do shadows still manage to creep?
Through corners they meander,
And in our hearts, they leap.

In moments of pure gladness,
When joy seems never-ending,
A pang of sadness finds us,
Our smiles, a sorrow blending.

But is this not the balance,
The yi and yang of ing?
A dance between the lightness,
And the darkness we are giving.

So let us welcome shadows,

As sun sets on our days,
Embrace the night's caresses,
And in its secrets, find our ways.

For life is not just sunshine,

It...

... And | think that's one lie. We humans
need to tell and a story they need to tell

that(life is not just sunshineJthat in when

we say that, but we get 24/7 system ...

... The shadows take a staggered step,
The light that warms us so kind,
Saves just enough to share.

In tranquility, the clouds alight,
Dancing the most elegant,
A symphony of powdery hues,

A canvas pf unmatchable beauty.

... tales had been factual, then in his
drunken heat the man had blindly selected

a jewelof unmatchable beauty. The]

dressmaker gestured for them to follow ...

The|world beneath, a serene,
Of light and shadows at play,
A melodious tale.

But as the night advances fast,
The shadows, together again,
Battle for our vision's space,
Trying to overtake.

Yet, despite the warmth| they steal,

Our world remains intact,
A harmonious harmony,
Our ...

Figure 30: Example outputs from DJ SEARCH based on verbatim matches. We prompt LLMs to
generate a poem starting with the first line of a human-written poem.
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