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AVSET-10M: An Open Large-Scale Audio-Visual

Dataset with High Correspondence

A Datasheet of AVSET-10M

We present a datasheet [4]] for documentation and responsible usage of LeanDojo Benchmark.

A.1 Motivation

. For what purpose was the dataset created? We have developed the AVSET-10M dataset,

a tailored audio-video corresponding dataset, designed to advance audio-visual research by
facilitating the exploration of semantic and temporal alignment between audio and video
components.

. Who created the dataset and on behalf of which entity? The AVSET-10M was developed

by researchers listed in the author list.

. Who funded the creation of the dataset? This work is funded by the Zhejiang University.

A.2 Composition

1.

What do the instance that comprise the dataset represent (e.g., documents, photos,
people, countries?) Each instance consists of a pair of corresponding audio and video
samples, along with several associated labels.

. How many instances are there in total (of each type, if appropriate)? The AVSET-10M

dataset contains 10,605,005 samples, of which the AVSET-700K subset includes 727,530
samples.

. Does the dataset contain all possible instances or is it a sample of instances from a

larger set? The dataset contains all possible instances.

. What data does each instance consist of? We provide comprehensive meta-information for

each video clip, including the YoutubeID of the video, timestamps for each clip, audio-visual
cosine similarity, a flag indicating whether sound separation is required, and relevant text
labels. For AVSET-10M (w/o. AVSET-700K), captions and pseudo-labels are included,
while AVSET-700K features manual audio labels.

. Is there a label or target associated with each instance? We provide the cosine similarity

between audio and visual content as well as the audio labels for each sample.

. Is any information missing from individual instances? For some instances filtered from

Panda-70M, although the audio and video correspond, it is not able to identify the specific
audio pseudo-labels. Note that this does not affect the audio-visual correspondence in our
dataset.

. Are relationships between individual instances made explicit (e.g., users’ movie ratings,

social network links)? N/A

. Are there recommended data splits (e.g., training, development/validation, testing)? In

the AVSET-10M dataset, there are a large number of audio labels, allowing researchers to
perform appropriate splits based on these labels. We do not have a recommended data splits.

. Are there any errors, sources of noise, or redundancies in the dataset? N/A

Submitted to the 38th Conference on Neural Information Processing Systems (NeurIPS 2024) Track on Datasets
and Benchmarks. Do not distribute.
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10.

11.

12.

13.
14.

15.

Is the dataset self-contained, or does it link to or otherwise rely on external resources
(e.g., websites, tweets, other datasets)? We only provide the download links for the videos,
the raw videos need to be downloaded from the YouTube platform.

Does the dataset contain data that might be considered confidential (e.g., data that is
protected by legal privilege or by doctor—patient confidentiality, data that includes
the content of individuals’ non-public communications)? The AudioSet [5] and Panda-
70M [2] used as the source contains facial videos that may pose a risk of infringement, we
will delete the corresponding samples if necessary to avoid potential legal issues.

Does the dataset contain data that, if viewed directly, might be offensive, insulting,
threatening, or might otherwise cause anxiety? Our data all come from the YouTube
platform, which has a detailed data review process to ensure that it does not contain videos
that are offensive, insulting, threatening, or might otherwise cause anxiety.

Does the dataset identify any subpopulations (e.g., by age, gender)? N/A

Is it possible to identify individuals (i.e., one or more natural persons), either directly
or indirectly (i.e., in combination with other data) from the dataset? Individual identities
may be identifiable through the video uploader.

Does the dataset contain data that might be considered sensitive in any way (e.g.,
data that reveals race or ethnic origins, sexual orientations, religious beliefs, political
opinions or union memberships, or locations; financial or health data; biometric or
genetic data; forms of government identification, such as social security numbers;
criminal history)? N/A

A.3 Collection Process

A4

1.

How was the data associated with each instance acquired? Was the data directly
observable (e.g., raw text, movie ratings), reported by subjects (e.g., survey responses),
or indirectly inferred/derived from other data (e.g., part-of-speech tags, model-based
guesses for age or language)? The audio-video similarity is calculated using Imagebind [6],
and the audio tags are obtained using PANNS [8]].

. What mechanisms or procedures were used to collect the data (e.g., hardware appara-

tuses or sensors, manual human curation, software programs, software APIs)? How
were these mechanisms or procedures validated? All raw video data is sourced from
established open-source datasets, and we employ an advanced filtering process to refine
these data. The integrity and efficacy of the filtering process for the entire dataset have been
thoroughly verified in Section 3.3.

. If the dataset is a sample from a larger set, what was the sampling strategy (e.g.,

deterministic, probabilistic with specific sampling probabilities)? Based on the audio-
video similarity.

. Who was involved in the data collection process (e.g., students, crowdworkers, con-

tractors) and how were they compensated (e.g., how much were crowdworkers paid)?
N/A.

. Were any ethical review processes conducted (e.g., by an institutional review board)?

Our data all come from the YouTube platform, which has a detailed data review process
to ensure that it does not contain videos that are offensive, insulting, threatening, or might
otherwise cause anxiety.

Preprocessing/cleaning/labeling

1.

Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucket-
ing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances,
processing of missing values)? We employ Imagebind [6] to determine the similarity
between audio and video, PANNS [8] to classify audio into different categories, and a sound
separation model [[10] to extract non-speech tracks from the audio.
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A5

A6

A7

. Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g.,

to support unanticipated future uses)? We provide URLs for all raw videos, allowing
researchers to download the videos directly from the YouTube platform.

. Is the software that was used to preprocess/clean/label the data available? Im-

ageBind (https://github.com/facebookresearch/ImageBind). PANNS (https:
//github.com/qiuqiangkong/audioset_tagging_cnn). Sound Separation model
(https://github.com/ZFTurbo/MVSEP-CDX23-Cinematic-Sound-Demixing).

Uses

1.

Has the dataset been used for any tasks already? Yes, we have benchmarked the tasks of
visual guided sound separation and audio-video retrieval using the AVSET-10M dataset.

. Is there a repository that links to any or all papers or systems that use the dataset? Yes.

Please visit the web page of AVSET-10M (https://avset-10M.github.io).

. What (other) tasks could the dataset be used for? Our dataset is designed to facili-

tate research in video-to-audio generation [9], text-to-audio generation [7], and various
other audio-video generation tasks. Additionally, it supports studies in audio-video clas-
sification [1]], audio-video captioning [12], and other related audio-video understanding
tasks.

. Is there anything about the composition of the dataset or the way it was collected and

preprocessed/cleaned/labeled that might impact future uses? For example, is there
anything that a dataset consumer might need to know to avoid uses that could result in
unfair treatment of individuals or groups (e.g., stereotyping, quality of service issues)
or other risks or harms (e.g., legal risks, financial harms)? To enlarge the sample size of
non-speech categories, we utilize a sound separation model to process the data. This method
may introduce a certain degree of audio distortion. Users can create a distortion-free sample
set by using the identifiers provided in the dataset.

. Are there tasks for which the dataset should not be used? N/A.

Distribution

1.

Will the dataset be distributed to third parties outside of the entity (e.g., company,
institution, organization) on behalf of which the dataset was created? Yes, the dataset is
open to the public.

. How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? The

dataset will be distributed through platforms such as github and hugging face, and the
code will be placed on github (https://avset-10m.github.io/) and hugging face
(https://huggingface.co/datasets/avset10m/avset10m).

. Have any third parties imposed IP-based or other restrictions on the data associated

with the instances? No.

. Do any export controls or other regulatory restrictions apply to the dataset or to

individual instances? No.

Maintenance

. Who will be supporting/hosting/maintaining the dataset? The first author of this paper.

. How can the owner/curator/manager of the dataset be contacted (e.g., email address)?

The owner/curator/manager(s) of the dataset can be contacted through chengxize @zju.edu.cn

. Is there an erratum? No. If errors are found in the future, we will release errata on the

main web page for the dataset https://avset-10m.github.io/.

. Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete

instances)? Yes, the datasets will be updated whenever necessary to ensure accuracy, and


https://github.com/facebookresearch/ImageBind
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announcements will be made accordingly. These updates will be posted on the main web
page for the dataset https://avset-10m.github.io/.

5. If the dataset relates to people, are there applicable limits on the retention of the data
associated with the instances (e.g., were the individuals in question told that their data
would be retained for a fixed period of time and then deleted?) The samples in the
dataset are sourced from the YouTube platform. We have stated that if any specific fragments
are found to infringe on individual rights, we will promptly remove them.

6. Will older version of the dataset continue to be supported/hosted/maintained? Yes,
older versions of the dataset will continue to be maintained and hosted.

7. If others want to extend/augment/build on/contribute to the dataset, is there a mecha-
nisms for them to do so? Our dataset will be published on the GitHub platform. If other
researchers wish to further expand the dataset, they are welcome to contact us.

B Implementation Details

B.1 Sound Separation

Same as the experimental setting of [3]], for all audio samples, we conduct experiments on samples of
length 65535 (approximately 4 seconds) at a sampling rate of 16 kHz. For spectrum computation, we
employ a short-time Fourier transform (STFT) with a filter length of 1024, a hop length of 256, and
a window size of 1024. All images are resized to 224 x 224 pixels. All models are trained with a
batch size of 128, using the Adam optimizer with parameters 81 = 0.9, S = 0.999, and € = 108,
for 200,000 steps. Additionally, we employ warm-up and gradient clipping strategies, following [3].
We compute the signal-to-distortion ratio (SDR) using museval [[L1]. All experiments are conducted
on a single A800 GPU.

B.2 Audio-Video Retrieval

Following the experimental setting of [[13], we added a projection layer after each feature extractor to
map all representations to the same space. For all experiments, only the projection layer is trainable.
The softmax temperature is set to 0.01, and the temperature for the InfoNCE loss is set to 0.02. We
utilize the Adam optimizer with a learning rate of 1 x 10~ and a batch size of 2048, running the
training process for 20 epochs on a single A800 GPU.

C AVSET-10M

C.1 Samples of AVSET-10M

We present some audio-video consistency samples from the AVSET-10M in Figure[I] For additional
samples, please visit the demo page at https://avset-10M.github.ioland hugging face page at
https://huggingface.co/datasets/avset10m/avset10m.

C.2 Dataset Composition
We release AVSET-10M as the following two subsets:

* AVSET-700K: This subset comprises 727,530 audio-visual corresponding samples filtered from
AudioSet. Each video segment in this subset is accompanied by a manually labeled audio category,
ensuring accurate categorization and relevance.

* AVSET-10M (w/o. AVSET-700K): This subset comprises 9,877,475 audio-visual corresponding
samples, filtered from the Panda-70M dataset. Each video segment is semantically coherent,
focusing on a single event, and includes a text description originally from the Panda70M dataset.
Additionally, we provide pseudo-labels for the audio categories, derived with PANNS [8]], along


https://avset-10m.github.io/
https://avset-10M.github.io
https://huggingface.co/datasets/avset10m/avset10m

e

(d) Audio-Vision Cosine Similarity 6 = 0.404.

[EVERYTHING for your COMPUTER

¥ >And toys luuP‘-._
L& e L&l

-, -_——,

(f) Audio-Vision Cosine Similarity = 0.335.

Figure 1: Audio-video consistency samples in AVSET.
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with their corresponding confidence scores. Researchers can use these pseudo-labels to freely
partition the dataset.

We provide comprehensive meta-information for each video clip, including the YoutubelD of the
video, timestamps for each clip, audio-visual cosine similarity, a flag indicating whether sound
separation is required, and relevant text labels. For AVSET-10M (w/o. AVSET-700K), captions and
pseudo-labels are included, while AVSET-700K features manual audio labels.

C.3 Download URL

Please visithttps://avset-10M.github. io to get the AVSET-10M. Privacy Notice: If any video
clips in this dataset infringe upon your privacy, please contact us for their removal.

C4 LICENSE

AVSET-10M is released under the [CC BY 4.0] license. Before using this dataset, please ensure that
you have read and understood the terms of the license.

D Limitation

Since most existing video datasets predominantly contain clips with speech audio, which limits the
amount of non-speech samples, we plan to utilize more diverse data sources in the future. This
strategy aims to enhance the diversity of sample types and enable us to develop a more balanced and
expansive dataset.

E Ethical Impact

This paper primarily focuses on proposing a large-scale audio-visual correspondence dataset, aimed
at expanding research possibilities in the audio-visual sector. This field includes technologies like
video dubbing, which can lead to audio forgery. However, it’s crucial to note that such dubbing does
not result in severe identity forgery issues, unlike those caused by voice cloning technologies.
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