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Data discovery often hinges on column similarity.

Table representation for data discovery

Building Age

Chrysler 96

Trinity 
Church

178

People Age

John Smith 23

Mary Taylor 45

Column semantics is governed by: 

- The larger table context  

- Values in the column

Pyramids Age

Khufu 4600

Khafre 
Church

4550

Transformer architectures are great for capturing context BUT 

Context Length 

Numeric values representation



Sketch based inputs for tables
MinHash:  A locality sensitive hash that captures Jaccard 
similarity between sets of values. 

Numerical: Number of unique values, NaNs, and for numbers: 
statistics such as mean, percentiles, max, min etc.

Content snapshot:  Serialize each row 
as string, take hash. 

String columns: Compute MinHash 
on cell values and words because these 
can often contain semantics of column 
(e.g. avenue/road)

Frequency Reference Area Price Date

Monthly Austria Vienna 745,000 30/01/23

Quarterly Austria Salzburg 899,000 28/03/23

Sketches  Preparation

Table : 
Residential  
Properties

Content Snapshot
Numerical Sketch
MinHash Sketch - cell values
MinHash Sketch - words



TabSketchFM - Architecture
Overall approach - treat all sketches as inputs into embedding or 
linear layers.  Sum after all vectors are of the same dimensionality.
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Dataset  

197,254 CSVs from CKAN and Socrata 

Average of 2234.5 rows, 35.8 columns 

Data augmentation (change order of columns, per table) 

MLM loss on column names or table description with whole column masking. 

Pretraining



Finetuning
Lakebench - a dataset for tabular representation learning (https://
ibm.biz/LakeBench) 

Result: Fine tuned models for embedding tables for related table 
search. Join/Union/Subset discovery.   

Union

Join

Subsets

Search at test only

Train

https://ibm.biz/LakeBench
https://ibm.biz/LakeBench


Join search

SBERT: A baseline that takes a standard sentence encoder and encodes 
comma separated column values as a sentence. 

TabSketchFM-SBERT: A combination of TabSketchFM embeddings and 
SBERT embeddings



Subset search



Union search



• Across a wide variety of tasks, TabSketchFM models did better 
than other systems both neural and traditional. 

• Very good generalization across tasks and datasets. 

• Important to include strong LLM baselines (e.g. SBERT) 

• Artifacts: 

• Paper: https://ibm.biz/tabsketchfm_arxiv  

• Code:  https://github.com/ibm/TabSketchFM 

• Models: coming soon on hugging face.

Conclusions

https://ibm.biz/tabsketchfm_arxiv
https://github.com/ibm/TabSketchFM

