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ABSTRACT

The generalization capacity of deep neural networks has been studied in a variety
of ways, including at least two distinct categories of approaches: one based on
the shape of the loss landscape in parameter space, and the other based on the
structure of the representation manifold in feature space (that is, in the space of
unit activities). Although these two approaches are related, they are rarely studied
together explicitly. Here, we present an analysis that bridges this gap. We show
that in the final phase of learning in deep neural networks, the compression of the
manifold of neural representations correlates with the flatness of the loss around
the minima explored by SGD. This correlation is predicted by a relatively simple
mathematical relationship: a flatter loss corresponds to a lower upper bound on the
compression metrics of neural representations. Our work builds upon the linear
stability insight by Ma and Ying, deriving inequalities between various compression
metrics and quantities involving sharpness. Empirically, our derived inequality
predicts a consistently positive correlation between representation compression
and loss sharpness in multiple experimental settings. Overall, we advance a dual
perspective on generalization in neural networks in both parameter and feature
space.

1 INTRODUCTION

Deep neural networks’ generalization capacity has been studied in many ways. Generalization is
a complex phenomenon influenced by myriad factors, including model architecture, dataset size
and diversity, and the specific task used to train a network. Researchers continue to develop new
techniques to enhance generalization (Elsayed et al., 2018; Galanti et al., 2023). From a theoretical
point of view, we can identify two distinct categories of approach. These are works that study neural
network generalization in the context of (a) properties of minima of the loss function that learning
algorithms find in parameter space (Dinh et al., 2017; Andriushchenko et al., 2023), and (b) properties
of the representations that optimized networks find in feature space – that is, in the space of their
neural activation (Rangamani et al., 2023; Papyan et al., 2020).

One of the most widely studied factors that influence generalization is the shape of the loss landscape
in parameter space. Empirical studies and theoretical analyses have shown that training deep neural
networks using stochastic gradient descent (SGD) with a small batch size and a large learning rate
often converges to flat and wide minima (Ma & Ying, 2021; Blanc et al., 2020; Geiger et al., 2021;
Li et al., 2022; Wu et al., 2018b; Jastrzebski et al., 2018; Xie et al., 2021; Zhu et al., 2019). Flat
minima refer to regions in the loss landscape where the loss function has a relatively large basin:
put simply, the loss doesn’t change much in different directions around the minimum. Many works
conjecture that flat minima lead to a simpler model (shorter description length), and thus are less
likely to overfit and more likely to generalize well (Jastrzebski et al., 2018; Yang et al., 2023; Wu
et al., 2018b). However, whether flatness positively correlates with the network’s generalization
capability remains unsettled (Dinh et al., 2017; Andriushchenko et al., 2023; Yang et al., 2021). In
particular, Dinh et al. (2017) argues that one can construct very sharp networks that generalize well
through reparametrization. However, more recent work (Andriushchenko et al., 2023) shows that
even reparametrization-invariant sharpness cannot capture the relationship between sharpness and
generalization.
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In our work, we investigate how the sharpness of the loss function near learned solutions in parameter
space influences local geometric features of neural representations. We demonstrate that as this
sharpness decreases and the minima become flatter, there is a set of mathematical bounds that imply
that the neural representation must undergo at least a specific, computable level of compression. This
process, which is related to previous results including the concept of neural collapse (Farrell et al.,
2022; Kothapalli et al., 2022; Zhu et al., 2021; Ansuini et al., 2019; Recanatesi et al., 2019; Papyan
et al., 2020), refers to the emergence of a more compact and by some measures lower dimensional
structure in the neural representation space. Compression in the feature space enables networks to
isolate the most crucial and discriminative features of input data. As a model becomes less sensitive to
small perturbations or noise in the input data, it gains increased robustness against variations between
training and test data. This simple and direct relationship between compression and robustness creates
a valuable lens into networks’ potential to generalize.

We find that bounds that apply to two different metrics of compression – volumetric ratio and maxi-
mum local sensitivity – include different terms, and therefore predict different levels of compression
for each. We also note that local dimensionality is a compression metric of a distinct nature, and
therefore does not necessarily correlate with sharpness. Taken together, this reveals that the im-
pact of loss function sharpness on the neural representation is more complex than a simple (and
single) compression effect. These effects shed light on the complex link between sharpness and
generalization.

Throughout, we focus on the second, or final, stage of learning, which proceeds after SGD has already
found parameters that give near-optimal performance (i.e., zero training error) on the training data
(Ma & Ying, 2021; Tishby & Zaslavsky, 2015; Ratzon et al., 2023). Here, additional learning still
occurs, which changes the properties of the solutions in both feature and parameter space in very
interesting ways.

Our work makes the following novel contributions:

1. The paper identifies two representation space quantities that quantify compression and are
bounded by sharpness – volumetric ratio and maximum local sensitivity (MLS) – and gives
new explicit formulas for these bounds.

2. The paper conducts empirical experiments with VGG-11, LeNet, MLP, and ViT networks
and finds that volume compression and MLS are indeed strongly correlated with sharpness.

3. The paper finds that only the bound (Proposition 3.10) incorporating all linear weights of
the network consistently predicts a positive correlation between both sides of the inequality
across various experimental settings.

In these ways, we help reveal the interplay between key properties of trained neural networks
in parameter space and representation space. Specifically, we identify a sequence of inequality
conditions for the bounds that link the volume and MLS of the neural representations to the sharpness
in parameter space. These conditions help explain why there are mixed results on the relationship
between sharpness and generalization in the literature, by looking through the additional lens of the
induced representations. Our findings altogether suggest that allied views into representation space
offer a valuable dual perspective to that of parameter space landscapes for understanding the effects
of learning on generalization.

Our paper proceeds as follows. First, we review arguments of Ma & Ying (2021) that flatter minima
can constrain the gradient of the loss with respect to network inputs and extend the formulation to
the multidimensional input case (Section 2). Next, we prove that lower sharpness implies a lower
upper bound on two metrics of the compression of the representation manifold in feature space: the
local volume and the maximum local sensitivity (MLS) (Section 3.1, Section 3.2). We conclude
our findings with simulations that confirm our central theoretical results and show how they can be
applied in practice (Section 4).

2 BACKGROUND AND SETUP

Consider a feedforward neural network f with input data x ∈ RM and parameters θ. The output of
the network is:

y = f(x;θ) , (1)
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where y ∈ RN (N < M ). We consider a quadratic loss L(y,ytrue) =
1
2 ||y − ytrue||2, a function of

the outputs and ground truth ytrue. In the following, we will simply write L(y), L(f(x,θ)) or simply
L(θ) to highlight the dependence of the loss on the output, the network or its parameters. We note
that for the cross-entropy loss function, the Hessian vanishes as the cross-entropy loss approaches 0
(Granziol, 2020; Wu et al., 2018a). Therefore, the sharpness of cross-entropy loss cannot differentiate
between local minima with different traces of the Hessian. As a result, (Granziol, 2020) showed that
SGD may find a minimum with lower loss, hence flatter, but the minimum is overfitting, leading to
worse generalization performance. However, our result readily extends to logistic loss with label
smoothing (ref. Lemma A.13 in (Wen et al., 2023)).

During the last phase of learning, Ma and colleagues have recently argued that SGD appears to
regularize the sharpness of the loss (Li et al., 2022) (see also (Wu et al., 2018b; Jastrzebski et al., 2018;
Xie et al., 2021; Zhu et al., 2019)). This means that the dynamics of SGD lead network parameters
to minima where the local loss landscape is flatter or wider. This is best captured by the sharpness,
measured by the sum of the eigenvalues of the Hessian:

S(θ) = Tr(H) , (2)

with H = ∇2L(θ) being the Hessian. A solution with low sharpness is a flatter solution. Following
(Ma & Ying, 2021; Ratzon et al., 2023), we define θ∗ to be an “exact interpolation solution” on the
zero training loss manifold in the parameter space (the zero loss manifold in what follows), where
f(xi,θ

∗) = yi for all i’s (with i ∈ {1..n} indexing the training set) and L(θ∗) = 0. On the zero
loss manifold, in particular, we have

S(θ∗) =
1

n

n∑
i=1

∥∇θf(xi,θ
∗)∥2F , (3)

where ∥·∥F is the Frobenius norm. We state a proof of this equality, which appears in Ma & Ying
(2021) and Wen et al. (2023), in Appendix B. In practice, the parameter θ will never reach an exact
interpolation solution due to the gradient noise of SGD; however, Equation (3) is a good enough
approximation of the sharpness as long as we find an approximate interpolation solution (see error
bounds in our Lemma. B.1).

To see why minimizing the sharpness of the solution leads to more compressed representations,
we need to move from the parameter space to the input space. To do so we review a pioneering
argument of Ma & Ying (2021) that relates variations in the input data x and input weights. Let W
be the input weights (the parameters of the first linear layer) of the network, and θ̄ be the rest of the
parameters. Following (Ma & Ying, 2021), as the weights W multiply the inputs x, we have the
following identities:

∥∇Wf(Wx; θ̄)∥F =

√∑
i,j,k

J2
jkx

2
i = ∥J∥F ∥x∥2 ≥ ∥J∥2∥x∥2 ,

∇xf(Wx; θ̄) = JW ,

(4)

where J = ∂f(Wx;θ̄)
∂(Wx) is a complex expression as computed in, for example, backpropagation. From

Equation (4) and the sub-multiplicative property of the Frobenius norm and the matrix 2-norm 1, we
have:

∥∇xf(Wx; θ̄)∥2 ≤ ∥∇xf(Wx; θ̄)∥F ≤ ∥W∥2
∥x∥2

∥∇Wf(Wx; θ̄)∥F . (5)

We call Equation (5) the linear stability trick. This in turn reveals the impact of flatness (when k = 2)
on the input sensitivity:

1

n

n∑
i=1

∥∇xf(xi,θ
∗)∥k2 ≤ 1

n

n∑
i=1

∥∇xf(xi,θ
∗)∥kF ≤ ∥W∥k2

mini∥xi∥k2
1

n

n∑
i=1

∥∇Wf(xi,θ
∗)∥kF

≤ ∥W∥k2
mini∥xi∥k2

1

n

n∑
i=1

∥∇θf(xi,θ
∗)∥kF .

(6)

1∥AB∥F ≤ ∥A∥F ∥B∥2, ∥AB∥2 ≤ ∥A∥2∥B∥2

3
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Thus, the effect of input perturbations is constrained by the sharpness of the loss function (compare
with Equation equation 3). The flatter the minimum of the loss, the lower the effect of input space
perturbations on the network function f(x,θ∗) as determined by gradients.

While the experiments of Ma & Ying (2021) show a high correlation between the left-hand side of
Equation (6) and the sharpness, Equation (6) does not explain such a correlation by itself because
of the scaling factor ∥W∥k2/mini∥xi∥k2 . This factor makes the right-hand side of Equation (6)
highly variable, leading to mixed positive and/or negative correlations with sharpness under different
experimental settings. In the next section, we will improve this bound to relate sharpness to various
metrics measuring robustness and compression of representations. More specifically, compared to
formula (4) of Ma & Ying (2021), we make the following improvements:

1. We replace the minimum with the geometric mean to achieve a more stable bound. This
term remains relevant as common practice in deep learning does not normalize the input by
its 2-norm, as this would erase information about the modulus of the input.

2. While Ma & Ying (2021) only considers scalar output, we extend the result to networks with
multi-dimensional input and output.

3. We introduce new metrics such as Network Volumetric Ratio and Network MLS (Defini-
tion 3.5 and Definition 3.9) and their sharpness-related bounds, which have two advantages
compared prior results (cf. the right-hand side of Equation (6)): 1) our metrics consider
all linear weights, so that bounds remain stable to weight changes during training . 2) they
avoid the gap between derivative w.r.t. the first layer weights and the derivative w.r.t. all
weights, i.e. the second inequality in Eq. 6, thus tightening the bound.

Moreover, we show that the underlying theory readily extends to networks with residual connections
in Appendix A.

3 FROM ROBUSTNESS TO INPUTS TO COMPRESSION OF REPRESENTATIONS

We now further analyze variations in the input and how they propagate through the network to shape
representations of sets of inputs. Overall, we focus on three key metrics of network representations:
local dimensionality, volumetric ratio, and maximum local sensitivity. These quantities enable us to
establish and evaluate the influence of input variations and, in turn, sharpness on neural representation
properties.

3.1 WHY SHARPNESS BOUNDS LOCAL VOLUMETRIC TRANSFORMATION IN REPRESENTATION
SPACE

Now we quantify how a network compresses its input volumes via the local volumetric ratio, between
a hypercube of side length h at x and its image under transformation f :

dVol|f(x,θ∗) = lim
h→0

Vol(f(x,θ∗))

Vol(x)

=
√

det (∇xfT∇xf) ,

(7)

which is equal to the square root of the product of all positive eigenvalues of C lim
f .

Definition 3.1. The Local Volumetric Ratio of a network f with parameter θ at input x is defined
as dVol|f(x,θ) =

√
det (∇xfT∇xf).

Exploiting the bound on the gradients derived earlier in Equation (5), we derive a similar bound for
the volumetric ratio:
Lemma 3.2.

dVol|f(x,θ∗) ≤
(
Tr∇xf

T∇xf

N

)N/2

= N−N/2∥∇xf(x,θ
∗)∥NF , (8)

where the first inequality uses the inequality of arithmetic and geometric means and the second the
definition of the Frobenius norm. Next we introduce a measure of the volumetric ratio averaged
across input samples.
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Definition 3.3. The Mean Local Volumetric Ratio of a network f with parameter θ is defined as the
sample mean of Local Volumetric Ratio: dVf(θ) =

1
n

∑n
i=1 dVol|f(xi,θ).

Then we have the following inequality that relates the sharpness to the mean local volumetric ratio:

Proposition 3.4. The local volumetric ratio is upper bounded by a sharpness related quantity:

dVf(θ∗) ≤
N−N/2

n

n∑
i=1

∥∇xf(x,θ
∗)∥NF ≤ 1

n

√√√√ n∑
i=1

∥W∥2N2
∥xi∥2N2

(
nS(θ∗)

N

)N/2

(9)

for all N ≥ 1.

The proof of the above inequalities is given in Appendix C. Next, we give an inequality that is
obtained by applying Equation (9) to every intermediate layer. Instead of only considering the input
layer, all linear weights (including any convolution layers) are taken into account. Denote the input to
the l-th linear layer as xl

i for l = 1, 2, · · · , L. In particular, x1
i = xi is the input of the entire network.

Similarly, Wl is the weight matrix of l-th linear/convolutional layer. With a slight abuse of notation,
we use fl to denote the mapping from the input of the l-th layer to the final output. Then we define
network volumetric ratio:

Definition 3.5. The Network Volumetric Ratio is defined as the sum of mean local volumetric ratio
dVfl for all l, i.e. dVnet =

∑L
l=1 dVfl

Then we have the following inequality:

Proposition 3.6. The network volumetric ratio is upper bounded by a sharpness related quantity:

L∑
l=1

dVfl ≤
N−N/2

n

L∑
l=1

n∑
i=1

∥∇xlf l
i∥NF ≤ 1

n

√√√√ L∑
l=1

n∑
i=1

∥Wl∥2N2
∥xl

i∥2N2
·
(
nS(θ∗)

N

)N/2

. (10)

Again a detailed derivation of the above inequalities is given in Appendix C. Proposition 3.4 and
Proposition 3.6 imply that flatter minima of the loss function in parameter space contribute to the
compression of the data’s representation manifold.

3.2 MAXIMUM LOCAL SENSITIVITY AS AN ALLIED METRIC TO TRACK NEURAL
REPRESENTATION GEOMETRY

We observe that the equality condition in the first line of Equation (8) rarely holds in practice. To
achieve equality, we would need all singular values of the Jacobian matrix ∇xf to be identical.
However, our experiments in Section 4 show that the local dimensionality decreases rapidly with
training onset; this implies that ∇xf

T∇xf has a non-uniform eigenspectrum (i.e., some directions
being particularly elongated, corresponding to a lower overall dimension). Moreover, the volume
will decrease rapidly as the smallest eigenvalue vanishes. Thus, although sharpness upper bounds
the volumetric ratio and often correlates reasonably with it (see experiments in Appendix G.2), the
correlation is far from perfect.

Fortunately, considering only the maximum eigenvalue instead of the product of all eigenvalues
alleviates this discrepancy (recall that det

(
∇xf

T∇xf
)

in Equation (7) or volumetric ratio definition
is the product of all eigenvalues).

Definition 3.7. The Maximum Local Sensitivity (MLS) of network f is defined to be MLSf =
1
n

∑n
i=1 ∥∇xf(xi)∥2, which is the sample mean of the largest singular value of ∇xf .

Intuitively, MLS is the largest possible average local change of f(x) when the norm of the perturbation
to x is regularized. Given this definition, we can obtain a bound on MLS below.

Proposition 3.8. The maximum local sensitivity is upper bounded by a sharpness related quantity:

MLSf =
1

n

n∑
i=1

∥∇xf(xi,θ
∗)∥2 ≤ ∥W∥2

√√√√ 1

n

n∑
i=1

1

∥xi∥22
S(θ∗)1/2 . (11)
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The derivation of the above bound is included in Appendix D. As an alternative measure of compressed
representations, we empirically show in Appendix G.2 that MLS has a higher correlation with
sharpness and test loss than local volumetric ratio. We include more analysis of the tightness of this
bound in Appendix G and discuss its connection to other works therein.

Similar to the network volumetric ratio, a straightforward extension of MLS is the Network MLS
(NMLS), which we define as the average of MLS w.r.t. input to each linear layer.

Definition 3.9. The Network Maximum Local Sensitivity (NMLS) of network f is defined as the
sum of MLSfl for all l, i.e.

∑L
l=1 MLSfl .

Recall that xl
i is the input to the l-th linear/convoluational layer for sample xi and fl is the mapping

from the input of l-th layer to the final output. Again we have the following inequality:

Proposition 3.10. The network maximum local sensitivity is upper bounded by a sharpness related
quantity:

NMLS =
1

n

L∑
l=1

n∑
i=1

∥∇xlf l(xl
i,θ

∗)∥2 ≤

√√√√ 1

n

n∑
i=1

L∑
l=1

∥Wl∥22
∥xl

i∥2
· S(θ∗)1/2. (12)

The derivation is in Appendix D. The advantage of NMLS is that instead of only considering the
robustness of the final output w.r.t. the input, NMLS considers the robustness of the output w.r.t. all
hidden-layer representations. This allows us to derive a bound that not only considers the weights in
the first linear layer but also all other linear weights. We observe in Appendix G that while MLS could
be negatively correlated with the right-hand side of Equation (11), NMLS has a positive correlation
with right-hand side of Equation (12) consistently (our contribution 3).

3.3 LOCAL DIMENSIONALITY IS TIED TO, BUT NOT BOUNDED BY, SHARPNESS

Now we introduce a local measure of dimensionality. Consider an input data point x̄ drawn from
the training set: x̄ = xi for a specific i ∈ {1, · · · , n}. Let the set of all possible perturbations
around x̄ in the input space be the ball B(x̄)α ∼ N (x̄, αI), where α depends on the perturbation’s
covariance, which is given as CB(x̄) = αI , with I as the identity matrix. We’ll explore the network’s
representation of inputs by measuring the expansion or contraction of different aspects of the ball
B(x̄)α as it propagates through the network. We first propagate the ball through the network
transforming each point x into its corresponding image f(x). Following a Taylor expansion for
points within B(x̄)α as α → 0 with high probability we have:

f(x) = f(x̄) +∇xf(x̄,θ
∗)T (x− x̄) +O(∥x− x̄∥2) . (13)

We can express the limit of the covariance matrix Cf(B(x)) of the output f(x) as

C lim
f := lim

α→0

Cf(B(x)α)

α
= ∇xf(x̄,θ

∗)∇T
x f(x̄,θ

∗) . (14)

Our covariance expressions capture the distribution of points in B(x̄)α as they go through the network
f(x̄,θ∗). The local Participation Ratio based on this covariance is given by:

DPR(f(x̄)) = lim
α→0

Tr[Cf(B(x))]
2

Tr[(Cf(B(x)))2]
=

Tr[C lim
f ]2

Tr[(C lim
f )2]

(15)

((Recanatesi et al., 2022), cf. nonlocal measures in (Gao et al., 2017; Litwin-Kumar et al., 2017;
Mazzucato et al., 2016)). This quantity can be averaged across a set of samples: DPR(θ

∗) =
1
n

∑n
i=1 DPR(f(xi)). This quantity in some sense represents the sparseness of the eigenvalues of

C lim
f : if we let λ be all the eigenvalues of C lim

f , then the local dimensionality can be written as
DPR = (∥λ∥1/∥λ∥2)2, which attains its maximum value when all eigenvalues are equal to each
other, and its minimum when all eigenvalues except for the leading one are zero. Note that the
quantity retains the same value when λ is arbitrarily scaled. As a consequence, it is hard to find a
relationship between local dimensionality and the fundamental quantity on which our bounds are
based: ∥∇xf(x,θ

∗)∥2F , which is ∥λ∥1.
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Figure 1: Trends in key variables across SGD training of the VGG-11 network with fixed batch size
(equal to 20) and varying learning rates (0.05, 0.1 and 0.2). After the loss is minimized (so that an
approximate interpolation solution is found) sharpness and volumes decrease together. Moreover,
higher learning rates lead to lower sharpness and hence stronger compression. From left to right:
training loss, NMLS, sharpness (square root of Equation (3)), log volumetric ratio (Equation (7)),
MLS, and local dimensionality of the network output (Equation (15)).

3.4 RELATION TO REPARAMETRIZATION-INVARIANT SHARPNESS

Dinh et al. (2017) argues that a robust sharpness metric should have the reparametrization-invariant
property, meaning that scaling the neighboring linear layer weights should not change the metric.
While the bounds Equation (11) and Equation (12) are not strictly reparametrization-invariant,
those metrics that re-design sharpness (Tsuzuku et al., 2019) to achieve invariance related to an
effort to tighten our bounds (see Appendix E.1). We also evaluate the relative flatness (Petzka
et al., 2021) which is also reparametrization-invariant in Appendix G.2. Another more aggressive
reparametrization-invariant sharpness is proposed in Andriushchenko et al. (2023); Kwon et al.
(2021), and we again show that it upper bounds input-invariant MLS in Appendix E.2. Therefore, we
provide a novel perspective: reparametrization-invariant sharpness is characterized by the robustness
of outputs to internal network representations.

4 EXPERIMENTS

4.1 SHARPNESS AND COMPRESSION: VERIFYING THE THEORY

The theoretical results derived above show that, during the later phase of training – the interpolation
phase – measures of compression of the network’s representation are upper bounded by a function
of the sharpness of the loss function in parameter space. This links sharpness and representation
compression: the flatter the loss landscape, the lower the upper bound on the representation’s
compression metrics.

However, it remains to be tested in practice whether these bounds are sufficiently tight to show a
clear relationship between sharpness and representation collapse. For one such test, we conducted
the following experiment. We trained a VGG-11 network (Simonyan & Zisserman, 2015) to classify
images from the CIFAR-10 dataset (Krizhevsky, 2009) and calculated the sharpness (Equation (2)),
the log volumetric ratio (Equation (7)), and the MLS and NMLS (Equation (11) and Equation (12))
during the training phase (Fig 1 and 2). We trained the network using SGD on images from 2 classes
(out of 10) so that convergence to the interpolation regime, i.e. zero error, was faster. We explored
the influence of two specific parameters that have a substantial effect on the network’s training:
learning rate and batch size. For each pair of learning rate and batch size parameters, we computed
all quantities at hand across 100 input samples and five different random initializations for network
weights.
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In the first set of experiments, we began by studying the link between a decrease in sharpness during
the latter phases of training and volume compression (Figure 1). We noticed that when the network
reaches the interpolation regime, and the sharpness decreases, so does the volume. Similarly, the
MLS decreases. All these results were consistent across multiple learning rates for a fixed batch size
(of 20): specifically, for learning rates that yielded lower values of sharpness, volume was lower as
well.

We then repeated the experiments while keeping the learning rate fixed (lr=0.1) and varying the
batch size. The same broadly consistent trends emerged, linking a decrease in the sharpness to a
compression in the representation volume (Figure 2). However, we also found that while sharpness
stops decreasing after about 50 ·103 iterations for a batch size of 32, the volume continues to decrease
as learning proceeds. This suggests that other mechanisms, beyond sharpness, may be at play in
driving the compression of volumes.

We repeat the experiments with an MLP trained on the FashionMNIST dataset (Xiao et al., 2017)
(Figure H.9 and Figure H.8). Although the sharpness does not noticeably decrease towards the end of
the training, it follows the same trend as MLS, consistent with our bound. The volume continues to
decrease after the sharpness plateaus, albeit at a much slower rate, again matching our theory while
suggesting that an additional factor may be involved in its decrease.

This characterization of sharpness using compression provides a possible explanation for why
(reparametrization-invariant) sharpness sometimes fails to account for the generalization behavior of
the network (Wen et al., 2023; Andriushchenko et al., 2023): Compression of network output is not
always desired for generalization. For example, it is observed in our Figure 1, Cohen et al. (2020) and
Wu et al. (2022) that learning rate is negatively correlated with sharpness, but Wortsman et al. (2022)
shows that a large learning rate can severely hurt OOD generalization performance. More intuitively,
consider a scenario where one provides a large language model (LLM) with a long text sequence and
instructs it to find a specific piece of information, often called the ”needle in a haystack” test. Even
a slight alteration in the instructions (a tiny portion of the input) given to the model should lead to
a notable difference in its output depending on the desired information. Therefore, compression of
network output is not a desirable property in this case.
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Figure 2: Trends in key variables across SGD training of the VGG-11 network with fixed learning
rate size (equal to 0.1) and varying batch size (8, 20, and 32). After the loss is minimized (so that
an interpolation solution is found) sharpness and volumes decrease together. Moreover, lower batch
sizes lead to lower sharpness and hence stronger compression. From left to right in row-wise order:
train loss, NMLS, sharpness (square root of Equation (3)), log volumetric ratio (Equation (7)), MLS,
and local dimensionality of the network output (Equation (15)).

4.2 SHARPNESS AND LOCAL DIMENSIONALITY

Lastly, we analyze the representation’s local dimensionality in a manner analogous to the analysis of
volume and MLS. A priori, it is ambiguous whether the dimensionality of the data representation
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should increase or decrease as the volume is compressed. For instance, the volume could decrease
while maintaining its overall form and symmetry, thus preserving its dimensionality. Alternatively,
one or more of the directions in the relevant tangent space could be selectively compressed, leading
to an overall reduction in dimensionality.

Figures 1 and 2 show our experiments computing the local dimensionality over the course of learning.
Here, we find that the local dimensionality of the representation decreases as the loss decreases
to near 0, which is consistent with the viewpoint that the network compresses representations in
feature space as much as possible, retaining only the directions that code for task-relevant features
(Berner et al., 2020; Cohen et al., 2020). However, the local dimensionality exhibits unpredictable
behavior that cannot be explained by the sharpness once the network is near the zero-loss manifold
and training continues. Further experiments also demonstrate a weaker correlation of sharpness and
local dimensionality compared to other metrics such as MLS and volume (Appendix Figure G.5-G.7).
This discrepancy is consistent with the bounds established by our theory, which only bound the
numerator of Equation (15). It is also consistent with the property of local dimensionality that
we described in Section 3.3 overall: it encodes the sparseness of the eigenvalues but it does not
encode the magnitude of them. This shows how local dimensionality is a distinct quality of network
representations compared with volume, and is driven by mechanisms that differ from sharpness alone.
We emphasize that the dimensionality we study here is a local measure, on the finest scale around a
point on the “global” manifold of unit activities; dimension on larger scales (i.e., across categories or
large sets of task inputs (Farrell et al., 2022; Gao et al., 2017)) may show different trends.

4.3 CORRELATION BETWEEN SHARPNESS AND COMPRESSION

Besides training dynamics, we also test the correlation between both sides of the bounds that we
derive (see Appendix G.2). We find that MLS and the bound over NMLS, introduced in Equation (11)
and Equation (12), correlate positively with NMLS in all of our experiments. Although the bound in
Proposition 3.4 is loose, log volume correlates well with sharpness and MLS. Moreover, we find that
sharpness is positively correlated with the generalization gap, suggesting that little reparametrization
effect (Dinh et al., 2017) occurs during training; this indicates that the network weights do not change
significantly, aligning with observations from Ma & Ying (2021). Finally, we found that quantities
that only consider a single layer of weights such as relative flatness (Petzka et al., 2021) and the bound
over MLS (Equation (11)) can exhibit a weak or even negative correlation with the generalization
gap and sharpness in some cases (Figure G.6).

4.4 EMPIRICAL EVIDENCE IN VISION TRANSFORMERS (VITS)

Since our theory applies to linear and convolutional layers as well as residual layers (Appendix A),
relationships among sharpness and compression, as demonstrated above for VGG-11 and MLP
networks, should hold more generally in modern architectures such as the Vision Transformer (ViT)
and its variants. While a complete characterization is beyond the scope of the current paper, we
close with a first forward-looking exploration of this question. Specifically, in Figure 3 we plot the
MLS normalized by the norm of the input 1

n

∑n
i=1 ∥xi∥22 ∥∇xi

f∥22 against the elementwise-adaptive
sharpness defined in Andriushchenko et al. (2023); Kwon et al. (2021). For large models, analytic
calculation of both sharpness and MLS/NMLS that we used in previous sections is computationally
infeasible, and details of the numerical approximation we used are given in Appendix F. For all the
models, we attach a sigmoid layer to the output logits and use MSE loss to calculate the adaptive
sharpness. Figure 3 shows the results for 181 pretrained ViT models provided by the timm package
(Wightman, 2019). We observe that there is a general trend that lower sharpness indeed implies
lower MLS. However, there are also outlier clusters that with data corresponding to the same model
class; an interesting direction future work would be to understand the mechanisms driving this outlier
behavior.

5 CONCLUSION

This work presents a dual perspective, uniting views in both parameter and in feature space, of several
key properties of trained neural networks that have been linked to their ability to generalize. We
identify two representation space quantities that are bounded by sharpness – volume compression
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MobileViT

FastViT

Figure 3: Adaptive sharpness vs Normalized MLS for 181 ViT models and variants. Different colors
represent different model classes. For most models, there is a positive correlation between Sharpness
and MLS. However, outlier clusters also exist, for MobileViT (Mehta & Rastegari, 2022) models in
the upper left corner, and two FastViT (Vasu et al., 2023) models in the lower right corner.

and maximum local sensitivity – and give new explicit formulas for these bounds. We conduct
experiments with both VGG-11 and MLP networks and find that the predictions of these bounds are
born out for these networks, illustrating how MLS in particular is strongly correlated with sharpness.
We also establish that sharpness, volume compression, and MLS are correlated, if more weakly, with
test loss and hence generalization. Overall, we establish explicit links between sharpness properties
in parameter spaces and compression and robustness properties in representation space.

By demonstrating both how these links can be tight, and how and when they may also become loose,
we show that taking this dual perspective can bring more clarity to the often confusing question of
what quantifies how well a network will generalize in practice. Indeed, many works, as reviewed in
the introduction, have demonstrated how sharpness in parameter space can lead to generalization, but
recent studies have established contradictory results.

This said, we view our study as a starting point to open doors between two often-distinct perspectives
on generalization in neural networks. Additional theoretical and experimental research is warranted
to systematically investigate the implications of our findings, with a key area being further learning
problems, such as predictive learning, beyond the classification tasks studied here. Nevertheless, we
are confident that highly interesting and clarifying findings lie ahead at the interface between the
parameter and representation space quantities explored here.

REFERENCES

Maksym Andriushchenko, Francesco Croce, Maximilian Müller, Matthias Hein, and Nicolas Flam-
marion. A modern look at the relationship between sharpness and generalization. arXiv preprint
arXiv:2302.07011, 2023.

Alessio Ansuini, Alessandro Laio, Jakob H. Macke, and Davide Zoccolan. Intrinsic dimension of
data representations in deep neural networks. Advances in Neural Information Processing Systems,
32, 2019.

Julius Berner, Philipp Grohs, and Arnulf Jentzen. Analysis of the generalization error: Empirical
risk minimization over deep artificial neural networks overcomes the curse of dimensionality in
the numerical approximation of black–scholes partial differential equations. SIAM Journal on
Mathematics of Data Science, 2(3):631–657, 2020. Publisher: SIAM.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

Guy Blanc, Neha Gupta, Gregory Valiant, and Paul Valiant. Implicit regularization for deep neural
networks driven by an ornstein-uhlenbeck like process, 2020. URL http://arxiv.org/
abs/1904.09080.

Uri Cohen, SueYeon Chung, Daniel D. Lee, and Haim Sompolinsky. Separability and geometry of
object manifolds in deep neural networks. Nature communications, 11(1):746, 2020. Publisher:
Nature Publishing Group UK London.

Laurent Dinh, Razvan Pascanu, Samy Bengio, and Yoshua Bengio. Sharp minima can generalize for
deep nets. In International Conference on Machine Learning, pp. 1019–1028. PMLR, 2017.

Gamaleldin Elsayed, Dilip Krishnan, Hossein Mobahi, Kevin Regan, and Samy Bengio. Large margin
deep networks for classification. Advances in neural information processing systems, 31, 2018.

Matthew Farrell, Stefano Recanatesi, Timothy Moore, Guillaume Lajoie, and Eric Shea-Brown.
Gradient-based learning drives robust representations in recurrent neural networks by balancing
compression and expansion. Nature Machine Intelligence, 4(6):564–573, 2022. Publisher: Nature
Publishing Group UK London.

Tomer Galanti, Liane Galanti, and Ido Ben-Shaul. Comparative generalization bounds for deep neural
networks. Transactions on Machine Learning Research, 2023.

Peiran Gao, Eric Trautmann, Byron Yu, Gopal Santhanam, Stephen Ryu, Krishna Shenoy, and Surya
Ganguli. A theory of multineuronal dimensionality, dynamics and measurement. BioRxiv, pp.
214262, 2017.

Mario Geiger, Leonardo Petrini, and Matthieu Wyart. Landscape and training regimes in deep
learning. Physics Reports, 924:1–18, 2021. ISSN 0370-1573. doi: 10.1016/j.physrep.
2021.04.001. URL https://www.sciencedirect.com/science/article/pii/
S0370157321001290.

Diego Granziol. Flatness is a false friend, 2020. URL https://arxiv.org/abs/2006.
09091.

Stanisław Jastrzebski, Zachary Kenton, Devansh Arpit, Nicolas Ballas, Asja Fischer, Yoshua Bengio,
and Amos Storkey. Three Factors Influencing Minima in SGD, September 2018. URL http:
//arxiv.org/abs/1711.04623. arXiv:1711.04623 [cs, stat].

Vignesh Kothapalli, Ebrahim Rasromani, and Vasudev Awatramani. Neural collapse: A review on
modelling principles and generalization. arXiv preprint arXiv:2206.04041, 2022.

Alex Krizhevsky. Learning multiple layers of features from tiny images. Technical report, 2009. URL
https://www.cs.toronto.edu/˜kriz/learning-features-2009-TR.pdf.

Jungmin Kwon, Jeongseop Kim, Hyunseo Park, and In Kwon Choi. Asam: Adaptive sharpness-aware
minimization for scale-invariant learning of deep neural networks. In International Conference on
Machine Learning, pp. 5905–5914. PMLR, 2021.

Zhiyuan Li, Tianhao Wang, and Sanjeev Arora. What happens after SGD reaches zero loss? –a
mathematical framework, 2022. URL http://arxiv.org/abs/2110.06914.

Ashok Litwin-Kumar, Kameron Decker Harris, Richard Axel, Haim Sompolinsky, and LF Abbott.
Optimal degrees of synaptic connectivity. Neuron, 93(5):1153–1164, 2017.

Chao Ma and Lexing Ying. On linear stability of SGD and input-smoothness of neural networks,
2021. URL http://arxiv.org/abs/2105.13462.

Luca Mazzucato, Alfredo Fontanini, and Giancarlo La Camera. Stimuli Reduce the Dimensionality
of Cortical Activity. Frontiers in Systems Neuroscience, 10, February 2016. ISSN 1662-5137. doi:
10.3389/fnsys.2016.00011. URL https://www.ncbi.nlm.nih.gov/pmc/articles/
PMC4756130/.

Sachin Mehta and Mohammad Rastegari. Mobilevit: Light-weight, general-purpose, and mobile-
friendly vision transformer, 2022. URL https://arxiv.org/abs/2110.02178.

11

http://arxiv.org/abs/1904.09080
http://arxiv.org/abs/1904.09080
https://www.sciencedirect.com/science/article/pii/S0370157321001290
https://www.sciencedirect.com/science/article/pii/S0370157321001290
https://arxiv.org/abs/2006.09091
https://arxiv.org/abs/2006.09091
http://arxiv.org/abs/1711.04623
http://arxiv.org/abs/1711.04623
https://www.cs.toronto.edu/~kriz/learning-features-2009-TR.pdf
http://arxiv.org/abs/2110.06914
http://arxiv.org/abs/2105.13462
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4756130/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4756130/
https://arxiv.org/abs/2110.02178


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Vardan Papyan, XY Han, and David L Donoho. Prevalence of neural collapse during the terminal
phase of deep learning training. Proceedings of the National Academy of Sciences, 117(40):
24652–24663, 2020.

Henning Petzka, Michael Kamp, Linara Adilova, Cristian Sminchisescu, and Mario Boley. Relative
flatness and generalization. Advances in neural information processing systems, 34:18420–18432,
2021.

Akshay Rangamani, Marius Lindegaard, Tomer Galanti, and Tomaso A Poggio. Feature learning in
deep classifiers through intermediate neural collapse. In International Conference on Machine
Learning, pp. 28729–28745. PMLR, 2023.

Aviv Ratzon, Dori Derdikman, and Omri Barak. Representational drift as a result of implicit regular-
ization, 2023. URL https://www.biorxiv.org/content/10.1101/2023.05.04.
539512v3. Pages: 2023.05.04.539512 Section: New Results.

Stefano Recanatesi, Matthew Farrell, Madhu Advani, Timothy Moore, Guillaume Lajoie, and Eric
Shea-Brown. Dimensionality compression and expansion in deep neural networks. arXiv preprint
arXiv:1906.00443, 2019.

Stefano Recanatesi, Serena Bradde, Vijay Balasubramanian, Nicholas A Steinmetz, and Eric Shea-
Brown. A scale-dependent measure of system dimensionality. Patterns, 3(8), 2022.

Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image
recognition, 2015.

Naftali Tishby and Noga Zaslavsky. Deep learning and the information bottleneck principle, 2015.
URL http://arxiv.org/abs/1503.02406.

Yusuke Tsuzuku, Issei Sato, and Masashi Sugiyama. Normalized flat minima: Exploring scale
invariant definition of flat minima for neural networks using pac-bayesian analysis, 2019.

Pavan Kumar Anasosalu Vasu, James Gabriel, Jeff Zhu, Oncel Tuzel, and Anurag Ranjan. Fastvit: A
fast hybrid vision transformer using structural reparameterization, 2023. URL https://arxiv.
org/abs/2303.14189.

Kaiyue Wen, Zhiyuan Li, and Tengyu Ma. Sharpness minimization algorithms do not only minimize
sharpness to achieve better generalization, 2023.

Ross Wightman. Pytorch image models. https://github.com/rwightman/
pytorch-image-models, 2019.

Mitchell Wortsman, Gabriel Ilharco, Jong Wook Kim, Mike Li, Simon Kornblith, Rebecca Roelofs,
Raphael Gontijo Lopes, Hannaneh Hajishirzi, Ali Farhadi, Hongseok Namkoong, and Ludwig
Schmidt. Robust fine-tuning of zero-shot models. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 7959–7971, June 2022.

Lei Wu, Chao Ma, and Weinan E. How sgd selects the global minima in over-parameterized learning:
A dynamical stability perspective. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-
Bianchi, and R. Garnett (eds.), Advances in Neural Information Processing Systems, volume 31.
Curran Associates, Inc., 2018a. URL https://proceedings.neurips.cc/paper_
files/paper/2018/file/6651526b6fb8f29a00507de6a49ce30f-Paper.pdf.

Lei Wu, Chao Ma, and Weinan E. How SGD Selects the Global Minima in
Over-parameterized Learning: A Dynamical Stability Perspective. In Advances
in Neural Information Processing Systems, volume 31. Curran Associates, Inc.,
2018b. URL https://papers.nips.cc/paper_files/paper/2018/hash/
6651526b6fb8f29a00507de6a49ce30f-Abstract.html.

Lei Wu, Mingze Wang, and Weijie Su. The alignment property of sgd noise and how it helps select
flat minima: A stability analysis, 2022.

12

https://www.biorxiv.org/content/10.1101/2023.05.04.539512v3
https://www.biorxiv.org/content/10.1101/2023.05.04.539512v3
http://arxiv.org/abs/1503.02406
https://arxiv.org/abs/2303.14189
https://arxiv.org/abs/2303.14189
https://github.com/rwightman/pytorch-image-models
https://github.com/rwightman/pytorch-image-models
https://proceedings.neurips.cc/paper_files/paper/2018/file/6651526b6fb8f29a00507de6a49ce30f-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2018/file/6651526b6fb8f29a00507de6a49ce30f-Paper.pdf
https://papers.nips.cc/paper_files/paper/2018/hash/6651526b6fb8f29a00507de6a49ce30f-Abstract.html
https://papers.nips.cc/paper_files/paper/2018/hash/6651526b6fb8f29a00507de6a49ce30f-Abstract.html


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Han Xiao, Kashif Rasul, and Roland Vollgraf. Fashion-mnist: a novel image dataset for benchmarking
machine learning algorithms. arXiv preprint arXiv:1708.07747, 2017. URL http://arxiv.
org/abs/1708.07747.

Zeke Xie, Issei Sato, and Masashi Sugiyama. A Diffusion Theory For Deep Learning Dynamics:
Stochastic Gradient Descent Exponentially Favors Flat Minima, January 2021. URL http:
//arxiv.org/abs/2002.03495. arXiv:2002.03495 [cs, stat].

Ning Yang, Chao Tang, and Yuhai Tu. Stochastic gradient descent introduces an effective landscape-
dependent regularization favoring flat solutions. Physical Review Letters, 130(23):237101, 2023.
doi: 10.1103/PhysRevLett.130.237101. URL https://link.aps.org/doi/10.1103/
PhysRevLett.130.237101. Publisher: American Physical Society.

Yaoqing Yang, Liam Hodgkinson, Ryan Theisen, Joe Zou, Joseph E Gonzalez, Kannan Ramchandran,
and Michael W Mahoney. Taxonomizing local versus global structure in neural network loss
landscapes. Advances in Neural Information Processing Systems, 34:18722–18733, 2021.

Zhanxing Zhu, Jingfeng Wu, Bing Yu, Lei Wu, and Jinwen Ma. The Anisotropic Noise in Stochastic
Gradient Descent: Its Behavior of Escaping from Sharp Minima and Regularization Effects, June
2019. URL http://arxiv.org/abs/1803.00195. arXiv:1803.00195 [cs, stat].

Zhihui Zhu, Tianyu Ding, Jinxin Zhou, Xiao Li, Chong You, Jeremias Sulam, and Qing Qu. A
geometric analysis of neural collapse with unconstrained features. Advances in Neural Information
Processing Systems, 34:29820–29834, 2021.

13

http://arxiv.org/abs/1708.07747
http://arxiv.org/abs/1708.07747
http://arxiv.org/abs/2002.03495
http://arxiv.org/abs/2002.03495
https://link.aps.org/doi/10.1103/PhysRevLett.130.237101
https://link.aps.org/doi/10.1103/PhysRevLett.130.237101
http://arxiv.org/abs/1803.00195


702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

A ADAPTATION OF INEQUALITY 6 TO RESIDUAL LAYERS

We need to slightly adapt the proof in Eq. 4 and 5. Consider a network whose first layer has a residual
connection: y = g(x+ f(Wx)), where f is the nonlinearity, and g is the rest of the mappings in the
network. Then we have

∥∇W g(x+ f(Wx))∥F = ∥JK∥F ∥x∥2
∇xg(x+ f(Wx)) = J + JKW

(16)

where J = ∂g(x+f(Wx))
∂(x+f(Wx)) and K = ∂f(Wx)

∂(Wx) .

Therefore, ||∇xg(x + f(Wx))||2 ≤ ||J ||2 + ||JK||2||W ||2 ≤ ||J ||2 + ||∇W g(x+f(Wx))||F
||x||2 ||W ||2.

Now, we get the bound for the difference between MLS of input and the MLS of input to the next
layer:

∥∇xg(x+ f(Wx))∥2 − ∥J∥2 ≤
∥∇W g(x+ f(Wx))∥F

∥x∥2
∥W∥2 (17)

Notice that if we apply this inequality to every residual layer in the network, and sum the left-hand
side, we will get a telescoping sum on the left-hand side. Assuming the last layer is linear with
weights WL, we get ||∇xg(x+ f(W1x))||2 − ||WL||2 ≤

∑L−1
l=1

||Wl||2
||xl||2 ||∇W gl(xl + f(Wlxl))||F .

The right-hand side is bounded by sharpness due to Cauchy, see also Equation (33).

B PROOF OF EQUATION (3)

Lemma B.1. If θ is an approximate interpolation solution, i.e. ∥f(xi,θ)− yi∥ < ε for i ∈
{1, 2, · · · , n}, and second derivatives of the network function ∥∇2

θj
f(xi,θ)∥ < M is bounded, then

S(θ∗) =
1

n

n∑
i=1

∥∇θf(xi,θ
∗)∥2F +O(ε) (18)

Proof. Using basic calculus we get
S(θ) = Tr(∇2L(θ))

=
1

2n

n∑
i=1

Tr(∇2
θ ∥f(xi,θ)− yi∥2)

=
1

2n

n∑
i=1

Tr∇θ(2(f(xi,θ)− yi)
T∇θf(xi,θ))

=
1

n

n∑
i=1

m∑
j=1

∂

∂θj
((f(xi,θ)− yi)

T∇θf(xi,θ))j

=
1

n

n∑
i=1

m∑
j=1

∂

∂θj
(f(xi,θ)− yi)

T∇θj
f(xi,θ)

=
1

n

n∑
i=1

m∑
j=1

∥∥∇θj
f(xi,θ)

∥∥2
2
+ (f(xi,θ)− yi)

T∇2
θj
f(xi,θ)

=
1

n

n∑
i=1

∥∇θf(xi,θ)∥2F +
1

n

n∑
i=1

m∑
j=1

(f(xi,θ)− yi)
T∇2

θj
f(xi,θ).

Therefore∣∣∣∣∣S(θ)− 1

n

n∑
i=1

∥∇θf(xi,θ)∥2F

∣∣∣∣∣ < 1

n

n∑
i=1

m∑
j=1

|(f(xi,θ)− yi)
T∇2

θj
f(xi,θ)| < mMε = O(ε).

(19)
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In other words, when the network reaches zero training error and enters the interpolation phase (i.e.
it classifies all training data correctly), Equation (3) will be a good enough approximation of the
sharpness because the quadratic training loss is sufficiently small.

C PROOF OF PROPOSITION 3.4 AND PROPOSITION 3.6

For notation simplicity, we write fi := f(xi,θ
∗) in what follows. Because of Equation (5), we have

the following inequality due to Cauchy-Swartz inequality,

1

n

n∑
i=1

∥∇xfi∥kF ≤ ∥W∥k2
1

n

n∑
i=1

∥∇Wfi∥kF
∥xi∥k2

≤ 1

n
∥W∥k2

√√√√ n∑
i=1

1

∥xi∥2k2
·

√√√√ n∑
i=1

∥∇Wfi∥2kF .

(20)

Since the input weights W is just a part of all the weights (θ) of the network, we have ∥∇Wfi∥kF ≤
∥∇θfi∥kF .

We next show the correctness of Proposition 3.4 with a standard lemma.
Lemma C.1. For vector x, ∥x∥p ≥ ∥x∥q for 1 ≤ p ≤ q ≤ ∞.

Proof. First we show that for 0 < k < 1, we have (|a|+ |b|)k ≤ |a|k + |b|k. It’s trivial when either
a or b is 0. So W.L.O.G, we can assume that |a| < |b|, and divide both sides by |b|k. Therefore
it suffices to show that for 0 < t < 1, (1 + t)k < tk + 1. Let f(t) = (1 + t)k − tk − 1,
then f(0) = 0, and f ′(t) = k(1 + t)k−1 − ktk−1. Because k − 1 < 0, 1 + t > 1 and t < 1,
tk−1 > 1 > (1 + t)k−1. Therefore f ′(t) < 0 and f(t) < 0 for 0 < t < 1. Combining all cases, we
have (|a|+ |b|)k ≤ |a|k + |b|k for 0 < k < 1. By induction, we have (

∑
n |an|)k ≤

∑
n |an|k.

Now we can prove the lemma using the conclusion above,(∑
n

|xn|q
)1/q

=

(∑
n

|xn|q
)p/q·1/p

≤

(∑
n

(|xn|q)p/q
)1/p

=

(∑
n

|xn|p
)1/p

Now we can prove Proposition 3.4
Proposition. The local volumetric ratio is upper bounded by a sharpness related quantity:

dVf(θ∗) ≤
N−N/2

n

n∑
i=1

∥∇xf(x,θ
∗)∥NF ≤ 1

n

√√√√ n∑
i=1

∥W∥2N2
∥xi∥2N2

(
nS(θ∗)

N

)N/2

(21)

for all N ≥ 1.

Proof. Take the xi in Lemma C.1 to be ∥∇θf(xi,θ
∗)∥2F and let p = 1, q = k, then we get(

n∑
i=1

(∥∇θfi∥2F )k
)1/k

≤
n∑

i=1

∥∇θfi∥2F . (22)

Therefore,

1

n
∥W∥k2

√√√√ n∑
i=1

1

∥xi∥2k2
·

√√√√ n∑
i=1

∥∇Wfi∥2kF ≤ nk/2−1∥W∥k2

√√√√ n∑
i=1

1

∥xi∥2k2

(
1

n

n∑
i=1

∥∇θfi∥2F

)k/2

= nk/2−1∥W∥k2

√√√√ n∑
i=1

1

∥xi∥2k2
S(θ∗)k/2

(23)
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Next, we show that the first inequality in Equation (23) can be tightened by considering all linear
layer weights.
Proposition. The network volumetric ratio is upper bounded by a sharpness related quantity:

L∑
l=1

dVfl ≤
N−N/2

n

L∑
l=1

n∑
i=1

∥∇xlf l
i∥NF ≤ 1

n

√√√√ L∑
l=1

n∑
i=1

∥Wl∥2N2
∥xl

i∥2N2
·
(
nS(θ∗)

N

)N/2

. (24)

Proof. Recall that the input to l-th linear layer as xl
i for l = 1, 2, · · · , L. In particular, x1

i is the input
of the entire network. Similarly, Wl is the weight matrix of l-th linear/convolutional layer. With a
slight abuse of notation, we use f l to denote the mapping from the activity of l-th layer to the final
output, and f l

i := f l(xi,θ
∗). We can apply Cauchy-Swartz inequality again to get

1

n

L∑
l=1

n∑
i=1

∥∇xlf l
i∥kF ≤ 1

n

L∑
l=1

√√√√ n∑
i=1

∥Wl∥2k2
∥xl

i∥2k2
·

√√√√ n∑
i=1

∥∇Wl
f l
i∥2kF

≤

√√√√ 1

n

L∑
l=1

n∑
i=1

∥Wl∥2k2
∥xl

i∥2k2
·

√√√√ 1

n

L∑
l=1

n∑
i=1

∥∇Wl
f l
i∥2kF .

(25)

Using Lemma C.1 again we have(
L∑

l=1

(∥∇Wl
f l
i∥2F )k

)1/k

≤
L∑

l=1

∥∇Wl
f l
i∥2F = ∥∇θfi∥2F ,(

n∑
i=1

(∥∇θfi∥2F )k
)1/k

≤
n∑

i=1

∥∇θfi∥2F = nS(θ∗),

(26)

The second equality holds because both sides represent the same gradients in the computation graph.
Therefore from Equation (25), we have

1

n

L∑
l=1

n∑
i=1

∥∇xlf l
i∥kF ≤

√√√√ 1

n

L∑
l=1

n∑
i=1

∥Wl∥2k2
∥xl

i∥2k2
·
√

nk−1S(θ∗)k (27)

D PROOF OF PROPOSITION 3.8 AND PROPOSITION 3.10

Below we give the proof of Proposition 3.8.
Proposition. The maximum local sensitivity is upper bounded by a sharpness related quantity:

MLS =
1

n

n∑
i=1

∥∇xf(xi,θ
∗)∥2 ≤ ∥W∥2

√√√√ 1

n

n∑
i=1

1

∥xi∥22
S(θ∗)1/2 . (28)

Proof. From Equation (5), we get

MLS =
1

n

n∑
i=1

∥∇xfi∥2 ≤ ∥W∥2
1

n

n∑
i=1

∥∇Wfi∥F
∥xi∥2

. (29)

Now the Cauchy-Schwarz inequality tells us that(
n∑

i=1

∥∇Wfi∥
∥xi∥2

)2

≤

(
n∑

i=1

1

∥xi∥22

)
·

(
n∑

i=1

∥∇Wfi∥2F

)
. (30)
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Therefore

MLS ≤ ∥W∥2

√√√√ 1

n

n∑
i=1

1

∥xi∥22
·

√√√√ 1

n

n∑
i=1

∥∇Wfi∥2F

≤ ∥W∥2

√√√√ 1

n

n∑
i=1

1

∥xi∥22
· S(θ∗)1/2.

(31)

Now we can prove Proposition 3.10.

Proposition. The network maximum local sensitivity is upper bounded by a sharpness related
quantity:

NMLS =
1

n

L∑
l=1

n∑
i=1

∥∇xlf l(xl
i,θ

∗)∥2 ≤

√√√√ 1

n

n∑
i=1

L∑
l=1

∥Wl∥22
∥xl

i∥2
· S(θ∗)1/2. (32)

Proof. We can apply Equation (31) to every linear layer and again apply the Cauchy-Schwarz
inequality to obtain

NMLS =
1

n

L∑
l=1

n∑
i=1

∥∇xfl(x
l
i,θ

∗)∥2

≤
L∑

l=1

√√√√ 1

n

n∑
i=1

∥Wl∥22
∥xl

i∥22

√√√√ 1

n

n∑
i=1

∥∇Wl
f l
i∥2F


≤

√√√√ 1

n

n∑
i=1

L∑
l=1

∥Wl∥22
∥xl

i∥22

√√√√ 1

n

n∑
i=1

L∑
l=1

∥∇Wl
f l
i∥2F

≤

√√√√ 1

n

n∑
i=1

L∑
l=1

∥Wl∥22
∥xl

i∥22
· S(θ∗)1/2.

(33)

Note that the gap in the last inequality is significantly smaller than that of Equation (31) since now
we consider all linear weights.

E REPARAMETRIZATION-INVARIANT SHARPNESS AND INPUT-INVARIANT
MLS

E.1 REPARAMETRIZATION-INVARIANT SHARPNESS IN TSUZUKU ET AL. (2019)

In this appendix, we show that the reparametrization-invariant sharpness metrics introduced in
Tsuzuku et al. (2019) can seen as an effort to tighten the bound that we derived above. For matrix-
normalized sharpness (cf. Equation 13), the connection is immediately seen from Equation (31).
Let

x =

(
1

n

n∑
i=1

1

∥xi∥22

)− 1
2

. (34)

Then from Equation (31) we have

L∑
l=1

xl ·MLSl ≤
L∑

l=1

∥Wl∥2

√√√√ 1

n

n∑
i=1

∥∇Wl
f l
i∥2F ≈

L∑
l=1

∥Wl∥2
√
S(Wl), (35)
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where S(Wl) is the trace of Hessian of the loss w.r.t. the weights of the l-th layer. The right-hand side
of Equation (35) is exactly what Tsuzuku et al. (2019) refer to as the matrix-normalized sharpness.
Note that a similar inequality holds if we use Frobenius norm instead of 2-norm of the weights.

Tsuzuku et al. (2019) also pose an interesting optimization problem (cf. Equation 17) to define the
normalized sharpness:

min
σ,σ′

∑
i,j

(
∂2L

∂Wi,j∂Wi,j
(σiσ

′
j)

2 +
W 2

i,j

4λ2(σiσ′
j)

2

)
. (36)

Note that by Lemma B.1, ∂2L
∂Wi,j∂Wi,j

≈ ∥∇Wi,j
f∥22. Moreover, we have

∑
i,j

(
∥∇Wi,j

f∥2(σiσ
′
j)

2 +
W 2

i,j

4λ2(σiσ′
j)

2

)
≥ 1

λ

√∑
i,j

(∇Wi,j
f)2(σiσ′

j)
2 ·

√√√√∑
i,j

W 2
i,j

(σiσ′
j)

2

≥ 1

λ
∥diag(σ)J∥F ∥diag(σ′)x∥2∥diag(σ−1)W diag(σ′−1)∥F

≥ 1

λ
∥diag(σ′−1)WTJ∥F ∥diag(σ′)x∥2

=
1

λ
∥diag(σ′−1)∇xf∥F ∥diag(σ′)x∥2,

(37)

where J = ∂f(Wx;θ̄)
∂(Wx) (see some of the calculations in Equation (4)). Therefore, the optimization

problem Equation (36) is equivalent to choosing σ,σ′ to minimize the upper bound on a scale-
invariant MLS-like quantity (the quantity is invariant under the transformation of the first layer from
Wx to W diag(σ−1)(diag(σ)x), where diag(σ)x becomes the new input). For simplicity, we do
not scale the original dataset in our work and only compare MLS within the same dataset. As a result,
we can characterize those reparametrization-invariant sharpness metrics by the robustness of output to
the input. If we consider all linear weights in the network, then those metrics indicate the robustness
of output to internal network representations.

E.2 REPARAMETRIZATION-INVARIANT SHARPNESS UPPER-BOUNDS INPUT-INVARIANT MLS

In this appendix, we consider the adaptive average-case n-sharpness considered in Kwon et al. (2021);
Andriushchenko et al. (2023):

Sρ
avg(w, |w|) ≜ 2

ρ2
ES∼Pn,δ∼N (0,ρ2diag(|w|2)) [LS(w + δ)− LS(w)] , (38)

which is shown to be elementwise adaptive sharpness in Andriushchenko et al. (2023). They also
show that for a thrice differentiable loss, L(w), the average-case elementwise adaptive sharpness can
be written as

Sρ
avg(w, |w|) = ES∼Pn

[
Tr
(
∇2LS(w)⊙ |w||w|⊤

)]
+O(ρ). (39)

Definition E.1. We define the Elementwise-Adaptive Sharpness Sadaptive to be

Sadaptive(w) ≜ lim
ρ→0

Sρ
avg(w, |w|) = ES∼Pn

[
Tr
(
∇2LS(w)⊙ |w||w|⊤

)]
(40)

In this appendix, we focus on the property of Sadaptive instead of the approximation Equation (39).
Adapting the proof of Lemma B.1, we have the following lemma.
Lemma E.2. If θ is an approximate interpolation solution, i.e. ∥f(xi,θ)− yi∥ < ε for i ∈
{1, 2, · · · , n}, and |θj |2∥∇2

θj
f(xi,θ)∥ < M for all j, then

Sadaptive(θ
∗) =

1

n

n∑
i=1

m∑
j=1

|θj |2
∥∥∇θjf(xi,θ)

∥∥2
2
+O(ε), (41)

where m is the number of parameters.
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Proof. Using basic calculus we get

Sadaptive(θ) =
1

2n

n∑
i=1

Tr(∇2
θ ∥f(xi,θ)− yi∥2 ⊙ |θ||θ|⊤)

=
1

2n

n∑
i=1

Tr∇θ(2(f(xi,θ)− yi)
T∇θf(xi,θ))⊙ |θ||θ|⊤

=
1

n

n∑
i=1

m∑
j=1

|θj |2
∂

∂θj
((f(xi,θ)− yi)

T∇θf(xi,θ))j

=
1

n

n∑
i=1

m∑
j=1

|θj |2
∂

∂θj
(f(xi,θ)− yi)

T∇θj
f(xi,θ)

=
1

n

n∑
i=1

m∑
j=1

|θj |2
∥∥∇θj

f(xi,θ)
∥∥2
2
+ |θj |2(f(xi,θ)− yi)

T∇2
θj
f(xi,θ)

=
1

n

n∑
i=1

m∑
j=1

|θj |2
∥∥∇θjf(xi,θ)

∥∥2
2
+

1

n

n∑
i=1

m∑
j=1

|θj |2(f(xi,θ)− yi)
T∇2

θj
f(xi,θ)

Therefore∣∣∣∣∣S(θ)− 1

n

n∑
i=1

∥∇θf(xi,θ)∥2F

∣∣∣∣∣ < 1

n

n∑
i=1

m∑
j=1

|(f(xi,θ)−yi)
T |θj |2∇2

θj
f(xi,θ)| < mMε = O(ε).

(42)

Definition E.3. We define the Input-invariant MLS of a network f : RN → RM to be

1

n

n∑
i=1

N∑
p=1

∥∥∥∇x
(i)
p
f
∥∥∥2
2
(x(i)

p )2 , (43)

where x
(i)
p is the p-th entry of i-th training sample.

It turns out that again the adaptive sharpness upper bounds the input-invariant MLS.
Proposition E.4. Assuming that the condition of Lemma E.2 holds, then reparametrization-invariant
sharpness upper-bounds input-invariant MLS:

1

n

n∑
i=1

m∑
j=1

|θj |2
∥∥∇θj

f(xi,θ)
∥∥2
2
≥ 1

nd

n∑
i=1

N∑
p=1

∥∥∥∇x
(i)
p
f
∥∥∥2
2
(x(i)

p )2 (44)

Proof. Now we adapt the linear stability trick. For θ = W the first layer weight, we have
m∑
j=1

|θj |2
∥∥∇θj

f(x,θ)
∥∥2
2
=
∑
i,j,k

J2
jkW

2
kix

2
p

=
∑
i,j

(
d∑

k=1

J2
jkW

2
ki

)
x2
p

≥ 1

d

∑
i

∥∇xif∥
2
2 x

2
i

(45)

where same as in Equation (4), J = ∂f(Wx;θ̄)
∂(Wx) , ∇xf(Wx; θ̄) = JW, and xp is the p-th entry of x.

Taking the sample mean of both sides proves the proposition.
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F NUMERICAL APPROXIMATION OF MLS AND ELEMENTWISE-ADAPTIVE
SHARPNESS

In this appendix, we detail how we approximate the normalized MLS and adaptive sharpness in
Section 4.4. Note that for all network f the last layer is the sigmoid function, so the output is bounded
in (0, 1), and we use MSE loss to be consistent with the rest of the paper.

For the adaptive sharpness, we adopt the definition in Andriushchenko et al. (2023) and uses sample
mean to approximate the expectation in Equation (38). Therefore, for network f(w),

Sadaptive(f) =
1

nm

n∑
i=1

m∑
j=1

L(xi;w + δj)− L(xi;w), (46)

where δ ∼ N (0, 0.01 diag(|w|2)).
For normalized MLS, we first reiterate the definition.
Definition F.1. We define the normalized MLS as 1

n

∑n
i=1 ∥xi∥22 ∥∇xi

f∥22

Therefore, to approximate normalized MLS, we need to approximate ∥∇xi
f∥2. By definition of

matrix 2-norm,

∥∇xf∥2 = sup
δ

∥∇xf δ∥2
∥δ∥2

≈ max
δ

∥f(x+ δ)− f(x)∥2
∥δ∥2

. (47)

To solve this optimization problem, we start from a randomly sampled vector δ that has the same
shape as the network input, and we update δ using gradient descent.

G EMPIRICAL ANALYSIS OF THE BOUND

G.1 TIGHTNESS OF THE BOUND

In this section, we mainly explore the tightness of the bound in Equation (11) for reasons discussed
in Section 3.2. First we rewrite Equation (11) as

MLS =
1

n

n∑
i=1

∥∇xf(xi,θ
∗)∥2 := A

≤ ∥W∥2
n

n∑
i=1

∥∇Wf(xi,θ
∗)∥F

∥xi∥2
:= B

≤ ∥W∥2

√√√√ 1

n

n∑
i=1

1

∥xi∥22

√√√√ 1

n

n∑
i=1

∥∇Wf(xi,θ∗)∥2F := C

≤ ∥W∥2

√√√√ 1

n

n∑
i=1

1

∥xi∥22
S(θ∗)1/2 := D

(48)

Thus Equation (11) consists of 3 different steps of relaxations. We analyze them one by one:

1. (A ≤ B) The equality holds when ∥WTJ∥2 = ∥W∥2∥J∥2 and ∥J∥F = ∥J∥2, where
J = ∂f(Wx;θ̄)

∂(Wx) . The former equality requires that W and J have the same left singular
vectors. The latter requires J to have zero singular values except for the largest singular
value. Since J depends on the specific neural network architecture and training process, we
test the tightness of this bound empirically (Figure G.4).

2. (B ≤ C) The equality requires ∥∇Wf(xi,θ
∗)∥F

∥xi∥2
to be the same for all i. In other words, the

bound is tight when ∥∇Wf(xi,θ
∗)∥F

∥xi∥2
does not vary too much from sample to sample.

3. (C ≤ D) The equality holds if the model is linear, i.e. θ = W.

We empirically verify the tightness of the above bounds in Figure G.4
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Figure G.4: Empirical tightness of the bounds. We empirically verify that the inequalities in
Equation (48) hold and test their tightness. The results are shown for a fully connected feedforward
network trained on the FashionMNIST dataset. The quantities A, B, C, and D are defined in
Equation (48). We see that the gap between C and D is large compared to the gap between A and B
or B and C. This indicates that partial sharpness ∥∇Wf(xi,θ

∗)∥F (sensitivity of the loss w.r.t. only
the input weights) is more indicative of the change in the maximum local sensitivity (A). Indeed,
correlation analysis shows that bound C is positively correlated with MLS while bound D, perhaps
surprisingly, is negatively correlated with MLS (Figure G.6).

G.2 CORRELATION ANALYSIS

We empirically show how different metrics correlate with each other, and how these correlations can
be predicted from our bounds. We train 100 VGG-11 networks with different batch sizes, learning
rates, and random initialization to classify images from the CIFAR-10 dataset, and plot pairwise scatter
plots between different quantities at the end of the training: local dimensionality, sharpness (square
root of Equation (3)), log volume (Equation (7)), MLS (Equation (11)), NMLS (Equation (12)),
generalization gap (gen gap), D (Equation (48)), bound (right-hand side of Equation (12)) and relative
sharpness (Petzka et al., 2021) (see Figure G.5). We only include CIFAR-10 data with 2 labels to
ensure that the final training accuracy is close to 100%.

We repeat the analysis on MLPs and LeNets trained on the FashionMNIST dataset and the CIFAR-10
dataset (Figure G.6 and Figure G.7). We find that

1. The bound over NMLS, MLS, and NMLS introduced in Equation (12) and Equation (11)
consistently correlates positively with the generalization gap.

2. Although the bound in Equation (9) is loose, log volume correlates well with sharpness and
MLS.

3. Sharpness is positively correlated with the generalization gap, indicating that little
reparametrization effect (Dinh et al., 2017) is happening during training, i.e. the net-
work weights do not change too much during training. This is consistent with observations
in Ma & Ying (2021).

4. The bound derived in Equation (12) correlates positively with NMLS in all experiments.
5. MLS that only consider the first layer weights can sometimes negatively correlate with the

bound derived in Equation (11) (Figure G.6).
6. Relative flatness that only consider the last layer weights introduced in (Petzka et al., 2021)

shows weak (even negative) correlation with the generalization gap. Note that “relative
flatness” is a misnomer that is easier understood as “relative sharpness”, and is supposed to
be positively correlated with the generalization gap.
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Figure G.5: Pairwise correlation among different metrics. We trained 100 different VGG-11
networks on the CIFAR-10 dataset using vanilla SGD with different learning rates, batch sizes, and
random initializations and plot pairwise scatter plots between different quantities: local dimension-
ality, sharpness (square root of Equation (3)), log volume (Equation (7)), MLS (Equation (11)),
NMLS (Equation (12)), generalization gap (gen gap), D (Equation (48)), bound (right-hand side of
Equation (12)) and relative sharpness ((Petzka et al., 2021)). The Pearson correlation coefficient ρ
is shown in the top-left corner for each pair of quantities. See Appendix G.2 for a summary of the
findings in this figure.
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Figure G.6: Pairwise correlation among different metrics. We trained 100 different 4-layer MLPs
on the FashionMNIST dataset using vanilla SGD with different learning rates, batch size, and ran-
dom initializations and plot pairwise scatter plots between different quantities: local dimensionality,
sharpness (square root of Equation (3)), log volume (Equation (7)), MLS (Equation (11)), NMLS
(Equation (12)), generalization gap (gen gap), D (Equation (48)), bound (right-hand side of Equa-
tion (12)) and relative sharpness ((Petzka et al., 2021)). The Pearson correlation coefficient ρ is shown
in the top-left corner for each pair of quantities. See Appendix G.2 for a summary of the findings in
this figure.

23



1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Under review as a conference paper at ICLR 2025

1

2

3

Lo
ca

l d
im

10

15

Sh
ar

pn
es

s

 = -0.32

20

15

10

Lo
g 

vo
lu

m
e  = -0.17  = 0.53

0.0

0.5

1.0

1.5

M
LS

 = -0.47  = 0.77  = 0.71

7.5

10.0

12.5

15.0

NM
LS

 = -0.33  = 0.61  = 0.62  = 0.77

6

7

8

9

ge
n 

ga
p

 = -0.28  = 0.36  = 0.36  = 0.41  = 0.41

100

150

D

 = -0.35  = 0.94  = 0.33  = 0.69  = 0.50  = 0.29

200

300

400

bo
un

d

 = -0.31  = 0.82  = 0.43  = 0.74  = 0.64  = 0.33  = 0.80

1 2 3
Local dim

10

20

re
la

tiv
e 

fla
tn

es
s  = -0.07

10 15
Sharpness

 = 0.29

20 10
Log volume

 = -0.12

0 1
MLS

 = -0.11

10 15
NMLS

 = -0.28

6 8
gen gap

 = 0.13

100 150
D

 = 0.38

200 400
bound

 = 0.15

10 20
relative flatness

Figure G.7: Pairwise correlation among different metrics. We trained 100 different LeNets on
the CIFAR-10 dataset using vanilla SGD with different learning rates, batch size, and random initial-
izations and plot pairwise scatter plots between different quantities: local dimensionality, sharpness
(square root of Equation (3)), log volume (Equation (7)), MLS (Equation (11)), NMLS (Equa-
tion (12)), generalization gap (gen gap), D (Equation (48)), bound (right-hand side of Equation (12))
and relative sharpness ((Petzka et al., 2021)). The Pearson correlation coefficient ρ is shown in the
top-left corner for each pair of quantities. See Appendix G.2 for a summary of the findings in this
figure.
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H ADDITIONAL EXPERIMENTS
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Figure H.8: Trends in key variables across SGD training of a 4-layer MLP with fixed learning rate
(equal to 0.1) and varying batch size (8, 20, and 32). After minimizing the loss, lower batch sizes
lead to lower sharpness and stronger compression. Moreover, MLS/NMLS closely follows the trend
of sharpness during the training. From left to right: train loss, NMLS, sharpness (square root of
Equation (3)), log volumetric ratio (Equation (7)), MLS (Equation (11)), and local dimensionality of
the network output (Equation (15)).
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Figure H.9: Trends in key variables across SGD training of a 4-layer MLP with fixed batch size (equal
to 20) and varying learning rates (0.05, 0.1 and 0.2). After the loss is minimized, higher learning rates
lead to lower sharpness and hence stronger compression. Moreover, MLS/NMLS closely follows the
trend of sharpness during the training. From left to right: train loss, NMLS, sharpness (square root of
Equation (3)), log volumetric ratio (Equation (7)), MLS (Equation (11)), and local dimensionality of
the network output (Equation (15)).

I COMPUTATIONAL RESOURCES

All experiments can be run on one NVIDIA Quadro RTX 6000 GPU.
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