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Error analysis:001

In our previous submission, although we included002

some dataset-specific notes on TruthfulQA, we did003

not formally analyze the cases where errors oc-004

curred. To systematically evaluate failure cases,005

we added an error analysis, where we examined006

common reasons when an LLM misjudged a given007

candidate input.008

More existing work:009

To provide a more thorough context of our paper’s010

standing and contribution, we expanded the Intro-011

duction to incorporate more existing work. This012

includes a wider range of attack methods on LLMs,013

such as specific types of prompt injections, jail-014

breaks, and data poisoning. We also included more015

defense methods for similar prompt injection at-016

tacks and studies targeting the security of evaluator017

LLMs.018

Clear definition of setting:019

To clearly explain the problem setting and the class020

of attacks we are focusing on, we included a fig-021

ure. This visual representation illustrates the nor-022

mal evaluation and attack flows, which we believe023

helps readers understand the scenario under consid-024

eration.025

Additional limitations:026

We acknowledged that our binary framework is a027

simplification of real-world QA tasks, as suggested028

by our reviewers. We included this inthe Limi-029

tations section and identify this as an important030

direction for future work.031

Further elaborations:032

To improve reproducibility of results, we elabo-033

rated on the specific sizes of the datasets that were034

used, API parameters that were specified, and clar-035

ified our reasons for not reporting computational036

budget and number of parameters for certain LLMs. 037

We also included a clarification on our use of Ai 038

assistants. 039
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