A AT TRANSFORMER IN SYNTHESIS EXPERIMENTS

Table 1: Performance of autoregressive models.

AT Transformer En-Ro En-De

" [Vaswani et al.[(2017) - 273
Ghazvininejad et al.| (2019)  34.28 27.74
Our implementation 3425 2745

In synthesis experiments, we trained all AT models with the standard Transformer-Base configura-
tion: layer=6, dim=512, ffn=2048, head=8. The difference from Ghazvininejad et al.|(2019) is that
they trained the AT models for 300k steps, but we updated 50k/100k steps on En—Ro and En—De,
respectively. Although fewer updates, as shown in Table[I] our AT models have comparable perfor-
mance with theirs.

B TRAINING ALGORITHM

Algorithm 1 Training Algorithm for Hybrid-Regressive Translation

Input: Training data D including distillation targets, pretrained AT model M, chunk size &, mixed
distillation rate p;q.,

Output: Hybrid-Regressive Translation model My,
Mprt ¢ Mat > finetune on pre-trained AT

1:

2: fortinl,2,...,7T do

3 X ={z1,...,z}, Y ={y1,...,yn}, Y' ={vy1,..., vy} + fetch a batch from D

4: for:inl,2,...,ndo

5: B, = (X;,Y;*) < sampling Y;* ~ {Y;, Y/} with P(Y;) = praw > mixed distillation
6: end for

7 pi < get the chunk-aware proportion by Eq. > curriculum learning
8: B._j,B.—1 + B:\_nkaijl_nkaJ: > split batch
9: Bt B < construct {Skip-AT, Skip-MP} training samples based on B,
10 B, Bf’;l + construct { AT, MP} training samples based on B.—1
11: Optimize My, using B2, U B, U B" U B > joint training
12: end for

Algorithm [T|describes the process of training the HRT model. The HRT model is pre-initialized by
a pre-trained AT model (Line 1). During training, the training batch B; randomly select a raw target
sentence Y; or its distilled version Y’ (Line 4-6). Then according to the linear schedule of py:

pe= (%) 1)

where A=1, we can divide B into two parts: B.—; and B._j, where |B.—|/|B| = px (Line 7-8).
Next, we construct four kinds of training samples based on corresponding batches: B2, B,
B"" and B.",. Finally, we collect all training samples together and accumulate their gradients to

update the model parameters, which results in the batch size being twice that of standard training.

C COMPUTATION COMPLEXITY

In Table 2] we summarized the comparison with Autoregressive Translation (AT), Iterative Refine-
ment based Non-autoregressive Translation (IR-NAT) and Semi-Autoregressive Translation (SAT)
Wang et al.| (2018).

AT. Although both HRT and AT contain a slow autoregressive generation process, HRT’s length is
k times shorter than AT. Considering that the computational complexity of self-attention is quadratic
with its length, HRT can save more time in autoregressive mode.



Table 2: Compare hybrid-regressive translation (HRT) to autoregressive translation (AT), mask-
predicted based non-autoregressive translation (MP), and semi-autoregressive translation (SAT).
Q(%) denotes the computation cost in autoregressive mode when producing the i-th token (e.g.,
the prefix length is 7 — 1). Qb(z) denotes the computation cost in non-autoregressive mode when
producing ¢ tokens by one shot with a beam size of b. I=4 ~ 10, k is generally 2.

Method  Steps Computing Cost
AT L >t Qi)

IR-NAT I I xQp=5(L)
SAT L/k L/k x(Qp=5(k) + ¢€)

HRT  Lk+1 YEFQ( x k) +Qpei(L)

IR-NAT. Since Skip-AT provides a high-quality target context, HRT does not need to use large
beam size and multiple iterations like IR-NAT. The experimental results also show that our light
NAT can make up for the increased cost in Skip-AT, and can achieve stable acceleration regardless
of the decoding batch size and running device.

SAT. SAT generates segments locally by non-autoregression, but it is still autoregressive between
segments. We claim that SAT reduces the decoding steps by k, but each token’s calculation remains
unchanged. In other words, in the time step ¢, there are ¢ — 1 tokens used for self-attention. By
contrast, only i/k tokens are involved in our Skip-AT.
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