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A THEORY

A.1 PROOF OF LEMMA 1

Proof. Let m = my. By differentiability of f and f,,,, we have

1
F(Wier) — flwi) = /0 (VF (Wi + T(Wis1 — WE)), Wegs — Wibdr
and

1
Fon(Wis1) — Fon(wi) = / (V fon (Wi T(Wiot1 — Wi)), Wes — Wedr.

oo . def
Denote, to simplify the expressions, w(7) = wy, 4+ 7(Wj41 — Wy, then we get

1
FWit1) = f(Wi) = fin(Wit1) — fm(Wi) + /o (VI(wW(T)) = Vi (W(T)), W1 — Wy)dr
= fm(Wk'Jrl) - fm(wk) + <Vk - vfm(wk)ywk+l - Wk>

/0 (VIw(T) = Vim(W(T)) = vi + Vi (W), Wrt1 — Wi)dT.

Define the subproblem solved by SABER at iteration k as ¢p (W) = fir (W) + (v — V [ (Wg), w —
Wi) + 2, [|W — wi[[%. Then, it holds ¢ (Wk11) < ). (wy,) and

1
S (Wii1) = fn(Wi) + (Vi = Vi (W), Wi — Wi) < —2—7]||Wk+1 —w|*.
Let us split the integral into two parts:

1
/0 (VIw(T)) = Vm(W(T)) = Vi + Vi (Wg), Wip1 — Wi )dT
1
= /O <Vf(W(T)) - me(W(T)) - vf(Wk) + Vfm(Wi), Wrr1 — Wk’>dT
+ (VW) = Vi, W1 — Wi).

The first part can be upper bounded using the data heterogeneity assumption:

/0 (VW) = V(WD) = VF(We) + V fon (W), Wiyt — wie)dr

< /0 IVF(W(1) =V fim(w(7)) = Vf(Wk) + V(W) [ W1 — willdr
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8nlkaJrl — wl”

For the second part, we use Young’s inequality

1
(VF(Wi) = Vi, W1 — Wi) < 20||V f(wi) — vie||* + %||Wk+l — w|%.

Thus, combining the bounds on the integral with the initial inequalities, we obtain

1 1
fWrt1) = f(wg) < —57||Wk+1 — wi|? + 8_77”Wk+1 = wil? + 2nllvi = Vf(wi)|?

- H + ||2
] Wi+1 Wi

_E”Wk-l-l — wi||> + 2nllvi, — Vf(we)[|°.
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A.2 PROOF OF LEMMA 2

Proof. Denote by j the index sampled to update viy1,i.e., j = my41. With probability p, we have
Vit1 = Vf(Wgi1), s0

E[[IVf(Wis1) = Ve ]]
=p-04+ (1 =pE [[VF(Wii1) = vi = Vi (Wry1) + Vi (wi) ]
= (L=pE[|VFf(wi) = Vi + Vf(Wit1) = VF(Wi) = Vf;(Wii1) = VF;(we)]|?]
= (1= pE[IIVf(wr) = vil’]
+ (L =p)E[2(Vf(Wk) = V. Vf(Wii1) = V(wi) = Vfj(wii1) — VS (w))]
+ (1 =pE[IVf(Wr1) = VI(wk) = Vj(Wrr1) = V5 (we) %] -
Since j is sampled after we have produced wy_1, it is independent of wy,_ 1, and it holds
E[(Vf(wk) = Vi, VI (Wis1) = V(W) = VIi(Wii1) = Vf(wg))] = 0.
Moreover, by second-order data heterogeneity, we have
E[IVf(Wki1) = VF(Wi) = V(Wii1) = VI (wi) 2] < PE [|[wir — wil’] .

Putting the pieces together yields the claim. O

A.3 PROOF OF LEMMA 3

Proof. The first-order optimality condition for the problem in the definition of w41 writes
1
Vor(Wit1) = 0= Vfn(Wii1) + Vi — V(W) + E(Wk—s—l - W),

where m = my. From this equation, we obtain

(W1 — wil|®

= 772||Vk + Vi (Wit1) — me(wk)HQ

=PIV f(Wit1) + Vi = V(Wi)] + [VF(wr) = V(Wii1) + Vi (Wii1) = Vi (wi)][2
By Cauchy-Schwarz inequality, it holds ||a + b + ¢||> < 3(||a|?> + ||b]|*> + ||c||?) for any vectors

a,b,c € RY. Rearranging, it also implies [[al|* > $[la + b+ c||* — ||b]|* — ||c[|%, which in our case
gives

2
E ([wisr = wil?] 2 TE [V (way)[F] — 7B [|vi — VS (wo)l?
— B [[IVF(Wi) = VF(Wrt1) + Vm(Wii1) = Vfm(wi)[|*]
2
SR (19 (wice) I = vk — VI — P8 s — wi”]

Notice that |[w. 1 — w||? appears in both sides, so we can rearrange and divide by 1 + 72§

1 n?
B (Iwies -~ wil?) > (B [T IV Aol - 22l - V7]
<35 0

2
h oy [%”v Fo DI — 7 v — wmﬂ]

2
> &L%ol — V5]
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A.4 PROOF OF THEOREM 1
Proof. Recall that we define a Lyapunov function

L, = f(wp) + cllvie — V(w2

where we will choose ¢ > 0 later in the proof. Lemmas 1 and 2 already bound the first and the
second terms in L correspondingly, giving us the following recursion:

B Cun] < (we) + B |~ wi = walP + 2097 — v
+e(1=p)IVf(Wi) = Vvi|* + 5°E [[wi1 — wi|*]
= = eV tw) =il + (@8 = 5 ) B [fwis )
+ (20 + (1 =)V f(wi) — vl
=Ly + <C52 - %) E [[we1 — wl[*] + (20 — ep) IV f(wi) — vie|*.
Letussetc = 37" to make the last term negative. Then, we obtain

3062 1 9 9
E[Lrs1]) < Ly + > E [[Wit1 — wel?] =l VF(wi) — vill

IN
ER

=7

1
< Lp- %]E (Wit — wi|?] = nllvic = Vf(wi)|?

< o~ LB (197w )I?] + Divie— VA7 = allvic — Vi (w)l?
< Ly~ 16E [IV £ (wisn)|”].

Recurring this to Lo = f(wo) + ¢||[vo — Vf(wo)[|? = f(wo), we get

K
7 L EIVFwI) <~ (0~ Bl < W
k=1
where we used the fact that £ = f(wi) + v — VF(wi) [P = f(wi) > f.. g
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