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ABSTRACT

In reinforcement learning (RL), continuing tasks refer to tasks where the agent-
environment interaction is ongoing and can not be broken down into episodes.
These tasks are suitable when environment resets are unavailable, agent-controlled,
or predefined but where all rewards—including those beyond resets—are critical.
These scenarios frequently occur in real-world applications and can not be modeled
by episodic tasks. While modern deep RL algorithms have been extensively studied
and well understood in episodic tasks, their behavior in continuing tasks remains
underexplored. To address this gap, we provide an empirical study of several
well-known deep RL algorithms using a suite of continuing task testbeds based
on Mujoco and Atari environments, highlighting several key insights concerning
continuing tasks. Using these testbeds, we also investigate the effectiveness of
a method for improving temporal-difference-based reinforcement learning (RL)
algorithms in continuing tasks by centering rewards, as introduced by Naik et al.
(2024). While their work primarily focused on this method in conjunction with
Q-learning, our results extend their findings by demonstrating that this method is ef-
fective across a broader range of algorithms, scales to larger tasks, and outperforms
two other reward-centering approaches.

1 INTRODUCTION

Reinforcement learning (RL) tasks can generally be divided into two categories: episodic tasks and
continuing tasks. In episodic tasks, the interaction between the agent and environment naturally
breaks down into distinct episodes, with the environment resetting to an initial state at the end of each
episode. The goal of these tasks is to maximize the expected cumulative reward within each episode.
Episodic tasks are suitable when the environment can be reset, the reset conditions are predefined,
and rewards beyond the reset point do not matter—such as in video games.

In contrast, continuing tasks involve ongoing agent-environment interactions where all rewards
matter. Continuing tasks are well-suited for situations where the environment cannot be reset. In
many real-world problems, such as inventory management, content recommendation, and portfolio
management, the environment’s dynamics are beyond the control of the solution designer, making
environment resets impossible. Continuing tasks can also be useful when resets are possible. First,
when designing reset conditions is challenging, it can be beneficial for the agent to determine when to
reset. For instance, a house-cleaning robot might decide to reset its environment by requesting to be
placed back on the charging dock if trapped by cables. The second scenario involves predefined reset
conditions, just as in episodic tasks, but where post-reset rewards still matter. For example, when
training a robot to walk, allowing the robot to learn when to fall and reset can lead to better overall
performance, as it could pursue higher rewards after resetting rather than merely avoiding falling at
all costs. In both scenarios, continuing tasks provide an opportunity to balance the frequency of resets
and the rewards earned by choosing the cost of reset, which is a flexibility not present in episodic
tasks.

Continuing tasks can also be useful in cases where the ultimate goal is to solve an episodic task.
This is best exemplified by the works on the autonomous RL setting, where the goal is to address
an episodic task, and the agent learns a policy to reset the environment. In this setting, the agent is
trained on a special continuing task, where the main task, which is the episodic task of interest, and
an auxiliary task, such as moving to the initial state, are presented in an interleaved sequence. The
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learned main task’s policy is deployed after training. This setting can be most useful when resets are
expensive, and it is possible to reach the initial state from all other states, such as in many robotic
tasks. Representative works in this direction include Eysenbach et al. (2017); Sharma et al. (2021);
Zhu et al. (2020) and Sharma et al. (2022).

Despite the broad applications of continuing tasks, empirical studies on deep RL algorithms in these
tasks remain limited, and their unique challenges remain under-explored. Most existing empirical
studies focus on demonstrating better performance of new algorithms. For instance, Zhang and Ross
(2021), Ma et al. (2021), Saxena et al. (2023), and Hisaki and Ono (2024) introduced average-reward
variations of popular deep RL algorithms and empirically evaluated them alongside their discounted
return counterparts on continuing tasks based on the Mujoco environment (Todorov et al., 2012),
highlighting improvements in performance. In addition to the Mujoco testbeds used in the above
works, Platanios et al. (2020) and Zhao et al. (2022) provided new testbeds for continuing tasks.
However, Platanios et al.’s (2020) testbed also presents significant partial observability, making it not
suitable for isolating the challenges of continuing tasks. The testbeds presented by Zhao et al. (2022)
have small discrete state and action spaces, making them primarily suitable for studying tabular
algorithms. To our knowledge, only two empirical studies have explored the unique challenges that
continuing tasks present to deep RL algorithms. In particular, Sharma et al. (2022) found that several
RL algorithms designed for the autonomous RL setting perform significantly worse when resets are
unavailable. This indicates that resets limit the range of visited states, focusing the agents around
initial and goal states. Naik et al. (2024) demonstrated that in two small-scale continuing tasks
(namely, Pendulum and Catch), the DQN algorithm performs poorly when using a large discount
factor or when rewards share a common offset. While a large discount factor also poses challenges
in episodic tasks, its effects can be masked by the finite length of episodes. Shifting rewards by a
common offset can only be applied to continuing tasks, as in episodic tasks, it changes the underlying
problem.

Our first contribution is an empirical study of several well-known deep RL algorithms on a suite of
continuing task testbeds. The objectives of this study include understanding the challenges present in
continuing tasks with different reset scenarios and the extent to which the existing deep RL algorithms
address these challenges. The tested algorithms include DDPG (Lillicrap, 2015), TD3 (Fujimoto
et al., 2018), SAC (Haarnoja et al., 2018), PPO (Schulman et al., 2017), and DQN (Mnih et al.,
2015). The testbeds are obtained by applying simple modifications to existing episodic testbeds from
Gymnasium (Towers et al., 2024) based on Mujoco and Atari environments (Bellemare et al., 2013),
such as removing time-based resets and treating resets as standard transitions in the environment
with some extra cost. We considered the following reset scenarios: no resets, predefined resets, and
agent-controlled resets. The proposed testbeds include 15 continuous action tasks covering all these
reset scenarios and six discrete action tasks with predefined resets. We did not create Atari-based
testbeds without resets or with agent-controlled resets because it is not trivial to remove the predefined
resets there. While some of our Mujoco testbeds are identical to those used in prior works studying
average-reward algorithms (e.g., Zhang and Ross 2021), the majority differ from theirs. The code
used in this study is based on the Pearl library (Zhu et al., 2023) and will be available upon the
publication of this paper.

The empirical study reveals several key insights. First, the tested algorithms perform significantly
worse in tasks without resets compared to those with predefined resets. We found that predefined
resets help in at least two ways. One is that they limit the effective state space the agent needs to deal
with. This point echoes Sharma et al.’s (2022) finding in the autonomous RL setting. The other way
is that they move the agent back to an initial state when the agent fails to escape from suboptimal
states due to the weak exploration ability. Second, tested algorithms in continuing testbeds with
predefined resets learn policies outperforming the same algorithms in the episodic testbed variants
when both policies are evaluated in the continuing testbeds. We found that better performance is
achieved by choosing actions that yield higher rewards at the cost of more frequent resets. Further,
increasing the reset cost reduces the number of resets and, interestingly, can even improve overall
rewards, indicating that reset costs are not only problem parameters but also solution parameters.
Third, when agents are given control over resets, in some cases, it can barely surpass or even be
worse than random policies in tasks with predefined resets, which suggests that these tasks are quite
challenging for the tested algorithms. Lastly, all algorithms perform poorly in continuing tasks with
large discount factors or shared reward offsets, which is in line with Naik et al.’s (2024) findings
about deep Q-learning in small-scale tasks. These findings highlight the need for careful selection
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of discount factors and the avoidance of reward offsets when applying these deep RL algorithms to
continuing tasks.

Our second contribution is empirically showing the effectiveness of temporal-difference (TD)-based
reward centering on a wide range of deep RL algorithms. Originally proposed by Naik et al. (2024),
reward centering is an idea to address challenges posed by a large discount factor and a large common
reward offset by subtracting an estimate of the average-reward rate from all rewards. TD-based
reward centering is one approach to estimating the reward rate and is particularly beneficial for
off-policy algorithms; the reward rate can be estimated using a moving average of past rewards in the
on-policy setting but not in the off-policy setting. Naik et al. (2024) demonstrated its effectiveness
primarily in the tabular and linear function approximation settings, with deep RL results limited to
DQN on two small-scale tasks (Pendulum and Catch) and PPO, which is an on-policy algorithm,
on six Mujoco tasks. We show that TD-based reward centering improves all tested algorithms on a
larger scale and more diverse testbeds. Additionally, we compare TD-based reward centering with
the moving average approach, despite its theoretical issues in the off-policy setting, and an approach
using a set of selected reference states (Devraj and Meyn, 2021).

Empirical results demonstrate that TD-based reward centering significantly improves performance
across a wide range of continuing tasks and maintains performance in others. Furthermore, algorithms
incorporating TD-based reward centering are not sensitive to reward offsets. The findings related
to large discount factors present a more nuanced picture compared to Naik et al.’s (2024) results on
smaller tasks. While their experiments show that, with reward centering, the discount factor primarily
affects the speed of learning without degrading long-term performance even as the discount factor
approaches one, our results on larger scale tasks show that long-term performance still declines,
albeit much less sharply than when reward centering is not employed. This suggests that even with
TD-based reward centering, tuning the discount factor remains valuable, particularly in more complex
tasks. Finally, while the moving-average approach is less effective than TD-based reward centering,
surprisingly, it is helpful for the tested off-policy algorithms despite its theoretical limitations. The
reference-state-based approach improves the tested algorithms in some tasks but hurts in others.

2 EVALUATING DEEP RL ALGORITHMS ON CONTINUING TASKS

This section evaluates several of the most well-known RL algorithms in a suite of continuing testbeds.

2.1 TESTBEDS WITHOUT RESETS

This section evaluates four continuous control algorithms (DDPG, TD3, SAC, PPO) in five continuing
testbeds without resets and shows how the absence of resets poses a significant challenge to the tested
algorithms.

The testbeds are based on five Mujoco environments: Swimmer, HumanoidStandup, Reacher, Pusher,
and Ant. The goal of the Swimmer and Ant testbeds is to move a controlled robot forward as fast as
possible. For Reacher and Pusher, the goal is to control a robot to either reach a target position or
push an object to a target position. In HumanoidStandup, the goal is to make a lying Humanoid robot
stand up. The episodic versions of these testbeds have been standard in RL (Towers et al., 2024).
The continuing testbeds are the same as the episodic ones except for the following differences. First,
the continuing testbeds do not involve time-based or state-based resets. For Reacher, we resample
the target position every 50 steps while leaving the robot’s arm untouched, so that the robot needs
to learn to reach a new position every 50 steps. Similarly, for Pusher, everything remains the same
except that the object’s position is randomly sampled every 100 step. As for Ant, we increase the
range of the angles at which its legs can move, so that the ant robot can recover when it flips over.

Note that we created these continuing testbeds based on environments where, except for a set of
transient states, it is possible to transition from any state to any other state. This is known as the
weakly communicating property in MDPs (Puterman, 2014). Without this property, no algorithm
can guarantee the quality of the learned policy because the agent might enter suboptimal states, from
which there is no way to escape. An example environment without this property is Mujoco’s Hopper,
where if the agent falls, it is unable to stand back up.
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Figure 1: Learning curves in continuing testbeds without resets (upper row), with predefined resets
(middle row), and with agent-controlled resets (lower row) based on the Mujoco environment. Each
point in a curve shows the reward rate averaged over the past 10, 000 steps. The shading area shows
one standard error.

For each task, we ran all tested algorithms for | Task | DDPG | TD3 | SAC | PPO |
ten independent runs, with each run lasting 3 Swimmer 34345 | 46954 | 2428.54 | 2910
million steps. The tested parameter settings are | HumanoidStandup | 63.76 | 30.66 | 39.04 | 0.44

provided in Section A.2. We report learning | Reacher 394.67 | 0.02 1048 | 3.42
curves corresponding to the parameter setting | Pusher -4.10 1 1.65 | -3.30 ) 0.67
Special Ant 35.30 88.08 120.98 | 23.82

that results in the highest average-reward rate
across the last 10,000 steps in the upper five
plots in Figure 1. We also manually checked
the learned policies by rendering videos to see
if they performed reasonably well in the tested
problems.

Table 1: The percentage of the final reward rate
improvement when resets are applied with a small
probability. The gray color indicates that the per-
formance difference is not statistically significant.
This table shows that in some tasks, the lack of
For Reacher, we found that TD3 and SAC both resets poses a significant challenge to the tested
learned descent policies in most of the runs, algorithms.

DDPG failed catastrophically after converging

to a descent policy in half of the test runs, and

PPO’s learned policies did not reach the target positions across most of the runs. For Pusher, all
algorithms learned policies that perform reasonably well in most of runs. For Swimmer, Humanoid-
Standup, and SpecialAnt, none of the algorithms were able to learn a policy that performed reasonably
well in most of the runs.

To understand if the poor performance of the tested algorithms’ performance is mainly due to
the unavailability of resets, we created three variants of these testbeds where resets occur with
probabilities of 0.01,0.001, and 0.0001 per time step, respectively. Upon resetting, regardless of the
current state and the chosen action, the resulting next state would be sampled from the task’s initial
state distribution. The reward setting and the rest of the task dynamics remain unchanged. For each
resetting variant, we ran each algorithm for ten runs, each of which consists of 3 million steps. We

—no resets __ —random

report the percentage of improvement, defined as ﬁ — 1, where 7" "5 g the reward

rate of the final policy learned in the task without reset, ™M res¢ts jg the best final reward rate across

all three variants with resets, and 727%™ s the reward rate of a uniformly random policy in the testbed
without resets. All reward rates are averaged over ten runs. We use gray shading to indicate that the
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Figure 2: Evolution of DDPG’s visited states in two HumanoidStandup testbeds (upper row) and
TD?3’s visited states in two Swimmer testbeds (lower row). In both cases, one testbed does not involve
resets, while the other one resets with a probability of 0.001 per time step. We visualize three key
elements of the visited states in the first 1M steps of one run. For HumanoidStandup, all blue dots
concentrate on a small suboptimal region, indicating that the agent fails to perform a sufficient amount
of exploration without resets. For the Swimmer, the orange circle indicates the swimmer undulates
like a snake to move forward, suggesting that the agent finds a decent policy. Without resetting, the
agent explores a larger region of the state space but fails to learn a good policy.

reward rate difference with and without resets is not statistically significant, as determined by Welch’s
t-test with a p-value less than 0.05. The results (Table 1) show that, overall, the learned policies in the
testbeds with random resets are significantly better than those learned in the testbeds without resets.

Visualizing the evolution of some key state elements reveals two reasons why algorithms performed
much better in the reset variants of the testbeds. To illustrate these two reasons, we show in a
representative run, for every 1000 steps, the evolution of the height and orientation of the Humanoid
robot’s torso with DDPG and the evolution of the angular component of the Swimmer robot with
TD3. In both testbeds with random resets, the reset probability is 0.001. The evolution plots are
shown in Figure 2. For HumanoidStandup, the agent’s selected state elements concentrate on a point
for a long period, suggesting that the agent is trapped in some small region in the state space. Note
that the MDP is weakly communicating, therefore it is possible to move from every state to every
other state. In addition, note that the z-coordinate is the main factor contributing to the task’s reward.
Hence, a low z-value, in general, corresponds to a low reward. Therefore, the evolution plots show
that the agent did not perform sufficient exploration to escape from suboptimal states. With random
resets, the exploration challenge is significantly simplified because external resets move the agent out

of these suboptimal states.

Swimmer’s evolution plots show that, as training progresses, the agent eventually discovers a decent
policy in the reset variant of the testbed (shown by orange dots). In the original testbed, the algorithm
explores a wider range of the state space but fails to converge to an effective policy (shown by blue
dots). A closer look at the blue dots reveals that the front tip’s angle gradually shifts from 0 to —50
rads within the first 1M steps. Notably, there is no inherent limit on how large or small this angle
can be, leading the agent to continuously observe novel front tip angles that extrapolate beyond the
previously encountered ones and explore ever-larger front tip angles, searching for potentially higher
rewards. The testbed variant with resets avoids this challenge by constraining exploration to the
vicinity of the initial state, effectively reducing the region the agent could possibly visit in the vast

state space.
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To verify if the limited size of the state space is indeed the main reason that explains the performance
gap in Swimmer, we tested the four algorithms on a variant of the Swimmer testbed with constrained
state space. This variant is only different from the original Swimmer in that the angular elements
observed by the agent are converted to be within [—, ) (i.e., angle x in the original testbed is
converted to x mod 27 — 7). Note that this conversion does not change the environment dynamics,
and the new state space is equivalent to the original one. We observed that DDPG, TD3, and SAC
in this new testbed achieved statistically significantly higher performance compared to the original
Swimmer, with the percentage of improvement being 1233.26%, 333.22% and 2287.43 %. For PPO,
the performance improvement is not statistically significant. The results show that constraining the
state space by resets is indeed a major factor in achieving a higher performance in swimmers with
resets and limiting the size of the state space can achieve similar performance gains as resets.

2.2 TESTBEDS WITH PREDEFINED RESETS

This section evaluates both continuous and discrete control algorithms on continuing task testbeds
with predefined resets. In addition, it shows how the learned policies differ from policies learned in
episodic variants of the testbeds.

The test suite includes both continuous and discrete control testbeds. The continuous control testbeds
are built upon five Mujoco environments: HalfCheetah, Ant, Hopper, Humanoid, and Walker2d. In
these testbeds, the objective is to control a simulated robot to move forward as quickly as possible.
The corresponding existing episodic testbeds involve time-based truncation of the agent’s experience
followed by an environment reset. In the continuing testbeds, we remove this time-based truncation
and reset. However, we retain state-based resets, such as when the robot is about to fall (in Hopper,
Humanoid, and Walker2d) or when it flips its body (in Ant). In addition, we add a reset condition for
HalfCheetah when it flips, which is not available in the existing episodic testbeds. Each reset incurs a
penalty of —10 to the reward, punishing the agent for falling or flipping.

The discrete control testbeds are adapted from six Atari environments: Breakout, Pong, Space In-
vaders, BeamRider, Seaquest, and Ms. PacMan. Like the Mujoco environments, the episodic versions
include time-based resets, which we omit in the continuing testbeds. In these Atari environments, the
agent has multiple lives, and the environment is reset when all lives are lost. Upon losing a life, a
reward of —1 is issued as a penalty. Furthermore, in existing algorithmic solutions to episodic Atari
testbeds, the rewards are transformed into —1, 0, or 1 by taking their sign for stable learning, though
performance is evaluated based on the original rewards. We treat the transformed rewards as the
actual rewards in our continuing testbeds, removing such inconsistency.

For each testbed-algorithm pair, we performed ten runs, and each run consisted of 3M steps for
Mujoco testbeds and SM steps for Atari testbeds. The learning curves corresponding to the best
parameter setting for Mujoco and Atari testbeds are shown in Figure 1 (middle row) and Figure 3,
respectively. The results show that SAC and DQN consistently perform the best in Mujoco testbeds
and Atari testbeds, respectively.

Task DDPG TD3 SAC PPO
‘ ‘ episodic continuing ‘ episodic continuing ‘ episodic continuing episodic continuing
HalfCheetah | 13.48 + 0.15 1219+ 141 | 9.72+£0.57 1048 £1.69 | 11.64 +1.67 14.23 +0.77 3.57+0.57  3.04+0.74
Reward | ANt -0.85 £0.30 6.79 £ 0.37 474+026  6.78 + 0.09 5.13+£0.82 7.58 £ 0.20 448 +0.29  3.61 047
rate Hopper 3.60 £ 0.05 4.05 £ 0.06 377+£0.05 4.07+0.04 3.93 £0.05 4.19 = 0.07 3.83 £0.07 4.02 = 0.07
Humanoid 5.55+0.19 6.50 £ 0.60 583011 7.75+044 6.34 £0.07 8.09 £ 0.09 5.25+0.03 7.65 + 0.08
Walker2d 3.72+£0.17 4.88 £ 0.19 4.821+020 4.37 +0.50 3.05+0.88 4.06 = 0.83 523+£0.22 4871029
HalfCheetah | 0.50 £ 0.31 1.80 + 0.96 0.30 £0.30  7.50 & 5.67 1.20 + 0.44 0.70 £ 0.30 020 £0.13  0.40 +0.31
Number | Ant 18.90 £ 849  23.00 £2.67 | 2.50+0.87 1.20 +0.29 2.60 = 0.99 5.70 £2.95 580+1.16  4.50 + 1.52
of resets | Hopper 2720 £1.68  4550+£1.92 | 340 +£1.90 4590+£1.60 | 11.10 £2.25 4690 £2.42 | 16.90 £2.52 52.90 + 1.88
Humanoid 80.70 +59.83 228.10 +75.23 | 0.10 £ 0.10 55.30 +-20.32 | 1.00 & 0.42 5.50 £ 1.93 61.70 +3.94  107.40 £+ 3.96
Walker2d 30.80 +£2.44  42.50 = 11.94 | 3.30 £1.04 3530+ 1576 | 89.30 £32.12 103.70 £ 69.34 | 520 +£0.70  28.70 +6.15

Table 2: A comparison of the policy learned in the continuing task vs the policy learned in the
corresponding episodic task. The upper group shows the mean and the standard error of the reward
rates when deploying the learned policies obtained in these two settings for 10, 000 steps. The higher
reward rate is marked in boldface, and the number obtained in other settings is also marked in bold if
the difference is statistically insignificant. The lower group shows the number of resets within the
evaluation steps. The reset number for the fewer is marked in boldface. This table shows that policies
learned in continuing tasks make more frequent resets and achieve a higher reward rate.
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As mentioned earlier, when resets are predefined, the agent may choose to solve a continuing or
episodic task. We now illustrate the difference between these two choices by showing the difference
between policies learned in these two tasks. The episodic tasks are the same as the above continuing
tasks, except that the agent optimizes cumulative rewards only up to resetting. Table 2 shows the
final reward rate and the number of resets when running in the continuing tasks for 10, 000 steps, the
policies learned in the continuing and episodic Mujoco tasks. The results for Atari tasks demonstrate
a similar trend as in Mujoco tasks and are shown in Table 13 (Appendix B).

Table 2 demonstrates that in most cases, learned policies in continuing tasks result in higher reward
rates and more resets. This likely occurs because the reset cost is relatively small compared to the
additional rewards gained through aggressive actions, which have a higher likelihood of causing
resets. A follow-up experiment revealed that when a large reset cost is used, fewer resets are observed
in most cases, and the reward rate, surprisingly, remains comparable in most instances and even
higher in some, as shown in Table 3. This suggests that reset cost functions not only as a problem
parameter but also as a solution parameter that requires tuning when applying current algorithms.
Future research is needed to understand how to select this solution parameter.

Task ‘ DDPG TD3 SAC PPO

Reset cost 1 100 1 100 1 100 1 100
HalfCheetah 11.30 + 1.35 10.46 + 0.27 8.04 + 1.79 6.15 + 1.22 15.26 £ 0.30 13.28 £1.47 | 3.95+0.39 3.83 +0.44
Reward rate Ant 4.26 + 0.07 3.34 £0.16 2.02 +0.23 2.39 +0.23 7.26 + 0.14 6.30 £ 0.60 2.82 +0.44 4.94 + 0.15
(excluding reset cost) Hopper ) 2.85+0.03 2.86 + 0.04 2.75 £ 0.05 2.88 +0.04 3934+0.13 4.30 £ 0.04 3.96 + 0.08 4.06 + 0.08
© Humanoid 6.88 +0.31 8.02 + 0.37 6.96 + 0.45 8.02 +0.19 791+ 0.19 7.51 +0.27 7.63 + 0.08 6.12 4+ 0.06
Walker2d 3.79 £ 0.14 395+ 0.11 2.64 +0.38 2.80 + 0.46 4.70 £ 0.87 5.79 £ 0.19 5.10 +£0.22 523+ 0.18
HalfCheetah 2.20 + 1.48 1.00 £ 0.33 8.10 £5.10 2.80 +1.91 0.20 +0.13 0.40 +£0.16 | 36.30 £29.99 1.30 £ 0.47
Ant 94.20 £5.98 6520 £4.76 | 89.80 £10.27  58.40 + 9.65 2.80 + 1.17 4.80 £4.37 | 80.50 £28.45 4.80 +1.10
Number of resets Hopper 84.30 £1.83 69.70 + 1.74 100.20 £4.98  86.60 £3.82 | 57.30+£5.58 35.80 £ 1.14 | 5340+ 1.54 44.00 & 2.01
Humanoid 161.90 & 52.15  76.40 +46.33 | 138.00 £38.23  3.40+1.82 | 4400+ 15.10 2.67+1.50 | 118.30+4.72 83.10+3.52
Walker2d 104.50 +17.33  39.70 = 3.98 | 108.90 & 24.23 5540 +11.98 | 99.20 = 71.06  3.00 = 1.14 | 27.70 £7.31 10.70 & 1.24

Table 3: The table presents the reward rate and number of resets of the learned policies over 10,000
evaluation steps with varying reset costs. To ensure a fair comparison, the reset cost is excluded
from the reward rate computation. The lower section of the table shows the number of resets during
evaluation. The boldface represents the same meaning as in Table 2. These results demonstrate that
policies learned in tasks with higher reset costs generally lead to fewer resets. In several cases (e.g.,
DDPG in Humanoid), higher reset costs are also associated with higher reward rates.

2.3 TESTBEDS WHERE THE AGENT CONTROLS RESETS

This section studies the behavior of current algorithms in continuing tasks where predefined resets
are not available, and the agent decides when to reset. Intuitively, allowing the agent to choose when
to reset can lead to higher reward rates compared to predefined resets, as the agent can optimize
its behavior by avoiding unnecessary resets. However, predefined resets reduce the state and action
spaces, making the testbeds easier. For instance, in environments like Humanoid, Walker, and Hopper,
the agent needs to carefully control its actions to avoid falling, and recovering from these fallen states
is difficult or impossible. In such cases, the agent must learn to recognize when it cannot recover and
needs to reset the environment to continue. Predefined resets simplify the problem by eliminating
these bad, unrecoverable states, allowing the agent to focus on learning in good states.

The testbeds are the five Mujoco testbeds used in Section 2.2 without predefined resets. In these
new testbeds, the agent can choose to reset the environment at any time step. This is achieved by
augmenting the environment’s action space in these testbeds by adding one more dimension. This
additional dimension has a range of [0, 1], representing the probability of reset. The tested continuous
control algorithms can then be readily applied, except that the exploration noise for this additional
dimension needs to be set differently from other action dimensions because the performance of the
policy is more sensitive to this dimension than the rest. We leave the details of the tested noises in
Section A.3. The number of runs and number of steps in each run are chosen in the same way as in
the above two subsections. The tested hyperparameters are provided in Section A.2. The learning
curves, which are chosen the same way as the previous two subsections, are reported in Figure |
(lower row) (Appendix B). We also show in Table 14 (Appendix B) the reward rate and the number
of resets achieved by the final learned policy deployed for 10, 000 steps and compare it to the reward
rates when the policies are learned in the testbeds with predefined resets.
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Comparing the performance of the tested algorithms in testbeds with predefined resets and those with
agent-controlled resets reveals some nuanced results. In many cases, algorithms trained in testbeds
with agent-controlled resets achieved a similar final reward rate to those with predefined resets. In a
few instances, algorithms in testbeds with agent-controlled resets performed better, achieving both
higher final reward rates and more stable learning (e.g., PPO in HalfCheetah and Ant). Conversely, in
other cases, the learned policies performed worse. Notably, some learning curves show a significant
upward trend toward the end of training, suggesting that the performance differences may be due,
at least in part, to the larger state and action spaces in the testbeds with agent-controlled resets,
which could require more training time to fully optimize. Nevertheless, longer training time does
not always suffice. For instance, in the Humanoid task, all algorithms performed considerably worse
when resets were learned. The learning curves for most algorithms, except PPO, demonstrate slow
improvement over time. DDPG faced such challenges that its final learned policy was even worse
than the performance of a random policy in the Humanoid task with predefined resets (approximately
4.6). The failure in Humanoid likely stems from the fact that it has a significantly larger state space
compared to other testbeds.

2.4  FAILURE TO ADDRESS LARGE DISCOUNT FACTORS OR OFFSETS IN REWARDS

Using the Mujoco testbeds

presented above, we show | | | Discount factor 0.99 — 0.999 | All rewards +100 |
in this section that the | | Algorithm | DDPG | TD3 | SAC | PPO | DDPG | TD3 | SAC | PPO |
Swimmer -85.95 | -45.19 | -99.23 16.84 | -104.86 | -103.20 | -108.30 | -101.52
perfomance Of all Of the No HumanoidStandup | -9.09 14.16 | -60.13 13.45 | -29.16 5.70 -24.10 | -11.97
i _ \ Reacher 707.42 | -6.01 | -10.13 | 160 | -429.94 | -160.87 | -117.87 | -8.67
teSt?d Contmuqus contr.ol E_ll resets Pusher -13.80 | -10.82 | -7.23 | -4.54 | -18344 | -162.26 | -25.07 | -19.53
gorlthms deteriorates Slgmf_ Special Ant -38.39 | -67.71 | -152.16 | -11.86 | -100.50 | -44.65 | -12.73 | -42.30
B : HalfCheetah 2062 | 4984 | 426 | -41.32 | -59.69 | -85.34 | -44.86 | -62.95
icantly when a large dis Predefined | ANt 748 | -22.46 | -14.66 | <1550 | -118.93 | -97.01 | -75.70 | -31.90
; Hopper 21281 | 845 | -11.72 | 2173 | -62.35 | -53.05 | -17.77 | -36.00
count factor is used _Or when resets Humanoid 3408 | -6427 | -74.81 | -5851 | -83.17 | -113.79 | -109.34 | -50.57
all rewards are shifted by Walker2d 507 | -15.02 | 338 | -29.89 | -63.41 | -5333 | -40.23 | -52.50
HalfCheetah 2719 | 2979 | -33.93 | 2641 | -73.96 | -2631 | -39.21 | -78.05
the large constant. Asentcontrolled | ANt 530 | 1074 | 2280 | -19.04 | -12731 | -85.00 | -82.81 | -69.68
& “r‘;‘;‘: % | Hopper 2962 | -11.62 | -5.92 | -12.87 | -106.48 | -65.56 | -11.30 | -36.35
sets Humanoid 215559 | 203 | -1477 | -23.05 | -106.27 | -108.54 | -35.26 | -21.05
We report the percentage Walker2d 3049 | 6.4 | -37.61 | -22.96 | -59.64 | -46.72 | -35.39 | -77.86

of improvement for each

testbed-alggzgigthrﬁr}mgfir, de- Table 4: A large discount factor or reward offset hurt all tested algo-

ne aAS =99 =andom- — 1, rithms’ performance.
fined :0'997:5 = 1 thms’ T
where 709 is the final aver-

age reward rate over the last

10,000 steps with a discount factor of 0.999, and #*° is the reward rate with a discount factor of
0.99. The term 7"9°™ refers to the reward rate of a uniformly random policy. As in the previous
subsections, all reward rates are averaged over ten runs, each of which has 3 million steps, and
gray shading indicates that the difference between 7°%° and 7*%° is not statistically significant, as
determined by Welch’s t-test with a p-value less than 0.05. Additionally, we tested these pairs when
all environment rewards were shifted by +/-100, with other experiment details the same as above. We
report the percentage of improvement computed in a similar way as for discount factors when all

environment rewards are shifted by +100 but with the common offset subtracted for a fair comparison.

. . . 210010 _ srandom o .
Formally, this percentage of improvement is “——220="=— —1, where 7'?” is the final average reward

rate over the last 10,000 steps when all rewards are shifted by +100, and 7 is the reward rate without
reward shifting. The results when all rewards are subtracted by -100 are similar and are thus omitted.
The results (Table 4) show that, overall, algorithms with a discount factor of 0.999 perform much
worse than those with 0.99. Moreover, a large reward offset leads to catastrophic failure across almost
all task-algorithm pairs.

3 EVALUATING ALGORITHMS WITH REWARD CENTERING

This section empirically shows that the temporal-difference-based reward centering method, originally
introduced by Naik et al. (2024), improves or maintains the performance of all tested algorithms in
the testbeds introduced in the previous section. Further, this method mitigates the negative effect
when using a large discount factor and completely removes the detrimental effect caused by a large
common reward offset.
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The idea of reward centering stems from the following observation. By Laurent series expansion
(Puterman, 2014), if a policy 7 results in a Markov chain with a single recurrent class, its discounted
value function v, can be decomposed into two parts, a state-independent offset d v, = r(7)/(1—7),
where d is the stationary distribution under , () is the average reward rate under policy 7, and
a state-dependent part keeping the relative differences among states. Here, the reward rate does
not depend on the initial state due to the assumption of a single recurrent class. Note that only the
state-dependent part is useful for improving the policy . However, when the state-independent part
has a large magnitude, possibly due to large offsets in rewards or a discount factor that is close to 1,
approximating the state-independent part separately for each state can result in approximation errors
that mask the useful state-dependent part.

Reward centering approximates the
state-independent part using a shared ‘

Task

DDPG | TD3 | SAC | PPO |

scalar. Specifically, reward centering Swimmer 10011 | 90.71 | 114926 | 71.14
approximates a new discounted value No HumanoidStandup 41.67 | 1979 | 3583 | 19.39
3 3 3 Reacher -0.03 0.07 -0.11 1.17
function, obtained by sub}ractmg all resets I 1087 | 124 | 030 | 372
rewards by an approximation of (), Special Ant 1267 | 205 | 559 | 1055
and this new discounted value func- HalfCheetah 315 | 133 | 505 | 4.66
tion has a zero state-independent oft- Predefined ﬁm 2225232 li;; Z-ZZ 1:;6(’
. . . . opper . 8 8 .
set if the approximation of r(r) is resets Humanoid 210.54 | 89.68 | 77.54 | 11.29
accurate. Even if the approximation Walker2d 1628 | 1037 | 772 | 737
of r(m) is not accurate, removing a HalfCheetah 201 [ 1745 | 205 | 406
: : Ant 1273 | 94.13 | 3457 | 807
pgrtlon of the state-independent offset Agentr—;oer:;rolled Hopper 28 | 1572 | neo | 557
still helps. Humanoid 246.73 | 2071 | 546 | 2.36
Walker2d 1023 | 1292 | 089 | 4.6l

A straightforward way to perform re- ‘
ward centering is to estimate 7 (7) us-

ing an exponential moving average of Table 5: Percentage of reward rate improvement when ap-
all observed rewards. For on-policy plying reward centering to the tested algorithms in Mujoco
algorithms, this moving average ap- testbeds.

proach can guarantee convergence to

r(m). However, for off-policy algo-

rithms, this approach does not converge to 7(7) (e.g., the behavior policy is uniformly random while
the target policy is deterministic).

Average improvement | 49.54 | 28.07 | 89.06 | 11.46

We now briefly describe the TD-based reward-centering approach, which can be applied to both on-
and off-policy algorithms. This approach extends an approach to solve the average-reward criterion
(Wan et al., 2021) to the discounted setting. Here, we illustrate this approach using use TD(0) (Sutton,
2018, p. 120), the simplest TD algorithm, as an example. More details on how tested algorithms
employ this approach are provided in Section A.4.

Given transitions (S, R, S’) generated by following some

policy m, TD(0) estimates v, by maintaining a table | Task | DQN | SAC | PPO |
of value estimates V' : RISl and updating them using Breakout a8 | 167 | 1151
def . P ' ’

V(S) + V(S) + ad, where = R + YV (S’) — V(S)is | Pong 0.50 | 51.94 | 79.18

: . . . Spacelnvader 2097 | 0.29 | 19.72
a TD error, « is a step-size parameter, and y is a discount | g oo o 701 | 35.00 | 75.67
factor. The TD-based reward-centering approach simply | Seaquest 26.79 | 22.75 | 5.77
replaces the above TD error in TD(0) with the following | MsPacman 996 | 1.76 | 2.67
new TD error: | Average improvement | 9.63 | 18.90 | 32.42 |

FRCER - R+~V(S) V(S
_ V) (), Table 6: Percentage of reward rate im-
where R, a biased estimate of the reward rate, is also  provement when applying reward cen-
updated by the TD error §%€, as follows: tering to the tested algorithms in Atari
R+ R+ nad®C, tasks. Statistically significant improve-

. . . ment percentage numbers are marked in
where 7 > 0 is a constant. It is straightforward to show P g

. . .. boldface..
that, under certain asynchronous stochastic approximation assumptions on «, V'(s) converges to
vr(s) — ﬁln\sl > scs Un(s), following the same steps as in the proof of Theorem 1 by Naik et al.
(2024). This result implies that although TD-based reward centering does not fully remove the
state-independent offset d, v, it can remove a significant portion of it. Empirically, we also observed
this effect.
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We evaluated algorithms with TD-based reward centering across all testbeds, comparing them to
base algorithms that do not use reward centering. Each experiment was repeated ten times with
different seeds, lasting 1 million steps for Mujoco testbeds and 5 million steps for Atari testbeds.
We report the percentage improvement when using reward centering. Specifically, the reported

=RC __ 7—,mndam

number is =G — 1, where 7RC is the average of all received rewards, averaged across ten runs,

with TD-based reward centering, 7 is defined similarly but without reward centering, and 7#2"%°™
is average-reward rate of a uniformly random policy. The reported value is the best result across
all tested hyperparameter settings for both reward-centered and baseline algorithms. Shaded values
indicate that performance differences are not statistically significant, according to Welch’s t-test with
p < 0.05. The reported results for Mujoco and Atari testbeds are shown in Table 5 and Table 6,
respectively. The corresponding learning curves are provided in Appendix C. These results show that
reward centering improves or maintains the performance of all of the tested algorithms in all testbeds.
How much the performance improvement seems to depend on both the algorithm and the task.

In Tables 15 and 16, we show, using the Mujoco testbeds, that TD-based reward centering is most
effective when using a large discount factor or when there is a large offset in rewards, echoing the
findings by Naik et al. (2024) about DQN in smaller scale testbeds. However, unlike Naik et al.’s
(2024) results, our results show that while the negative effect of large discount factors is much smaller
with reward centering, it can still lead to notably worse performance in many cases. This suggests
that when applying tested algorithms to solve complex continuing tasks, tuning the discount factor
may still be valuable, even with reward centering.

We also evaluated the exponential moving average approach to perform reward centering. In addition,
we evaluated another reward-centering approach inspired by Devraj and Meyn’s (2021) relative
Q-learning algorithms. The details of these two approaches are provided in Section A.4. The results
in Tables 17 and 18 show that the moving-average-based approach works surprisingly well despite its
theoretical unsoundness in off-policy algorithms, the reference-state-based approach helps in some
cases while hurts the performance in some others, and the TD-based approach is the more effective
than the other two.

4 CONCLUSIONS AND LIMITATIONS

This paper empirically examines the challenges that continuing tasks with various reset scenarios
pose to several well-known deep RL algorithms, using a suite of testbeds based on Mujoco and Atari
environments. Our findings highlight key issues that future algorithmic advancements for continuing
tasks may focus on. For instance, we demonstrate that the performance of tested algorithms can
heavily depend on the availability of predefined resets, as these resets help agents escape traps and
reduce the state space complexity. When predefined resets are available, all algorithms perform
reasonably well, learning policies that exploit frequent resetting to achieve higher rewards. The reset
cost balances this trade-off and also functions as a tuning parameter. In contrast, agent-controlled
reset tasks are generally more challenging, and in some testbeds, allowing the agent to control resets
significantly worsens performance. Additionally, we show that both a large discount factor and a large
common offset in rewards can negatively impact the performance of all tested algorithms. Our results
also validate the effectiveness of an existing approach to address these issues, demonstrating through
extensive experiments that the negative impact of reward offset can be completely eliminated, while
the harm from a large discount factor can be largely mitigated with a TD-based reward-centering
approach. Even in scenarios with a smaller discount factor and no reward offset, this approach shows
benefits across many testbeds for all tested algorithms.

This paper has several limitations. First, this paper focuses exclusively on the performance of online
RL algorithms, leaving research on offline RL algorithms in continuing tasks unexplored. Second,
although we concentrate on well-known discounted algorithms, it is worth investigating whether
average-reward algorithms, such as those mentioned in Section 1, face similar challenges. Third,
while most of the hyperparameters used in the experiments are standard choices and have been
effective in episodic testbeds, they may not be ideal for continuing tasks. Identifying hyperparameter
choices that are more suitable for continuing tasks remains unexplored. Despite these limitations, we
believe that our findings provide valuable insights into the challenges of continuing tasks in deep RL,
and they serve as a basis for future research.
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A DETAILS OF EXPERIMENT SETUP

This appendix provides details on the experiments conducted to produce the results presented in the
main text and the subsequent two appendices. First, we present additional hyperparameters used
by the algorithms tested in testbeds without resets or with predefined resets. Next, we describe the
modifications made to the tested algorithms for testbeds with agent-controlled resets. Following
this, we provide detailed information about how the tested algorithms are used together with reward
centering. In the main text, we introduced the TD-based reward centering approach; here, we describe
two additional approaches for performing reward centering, outlining how these methods were
applied to the tested algorithms, along with the values of additional hyperparameters tested for reward
centering.

A.1 AVERAGE-REWARD RATE AS THE EVALUATION METRIC

In reinforcement learning (RL), an agent interacts with an environment to learn how to make decisions
that maximize a cumulative reward signal. The environment is typically modeled as a finite Markov
Decision Process (MDP), which consists of a tuple (S, .4, R, p), where S represents the set of states,
A the set of actions, R is the set of rewards, p(s’,r | s, a) is the probability of transitioning from
state s to s’ and observing a reward of r, given action a. At each time step t, the agent observes the
current state Sy, selects an action A; based on a policy, and receives a reward signal R;,; from the
environment, with the goal of learning a policy that maximizes long-term reward.

For continuing tasks, where the agent-environment interaction persists indefinitely, the average-reward
criterion is suitable as the performance metric and is therefore used in this paper. Let the initial state

be s, the average reward is defined as r (7, s¢) Mimy o %IE [ZL Rt‘At ~7(-]St), S = so},
where m : § — A(A) is the agent’s policy.

While there are several deep RL algorithms (e.g., Zhang and Ross 2021) addressing the average-reward
criterion, we choose to study several well-known discounted deep RL algorithms. This is because the
focus of this paper is on the challenges of continuing tasks rather than on studying the properties of
algorithms, and these discounted algorithms have been better understood in the literature. Further,
note that by adjusting the discount factor to be close to one, discounted algorithms can approximately
solve the average-reward criterion in continuing tasks. When the discount factor is sufficiently close
to one, any discounted optimal policy is also average-reward optimal (Grand-Clément and Petrik,
2024).

A.2 TESTED HYPERPARAMETER FOR ALGORITHMS IN TESTBEDS WITHOUT RESETS OR WITH
PREDEFINED RESETS

We provide hyperparameters used by the tested algorithms in Tables 7—12.
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Hyperparameter

Value

Actor & critic networks

Optimizer

Discount factor

Actor & critic learning rates

Actor & critic target smoothing coefficients
Batch size

Replay buffer size

Exploration noise distribution

Warmup stage (taking random actions)
Learning after

fully connected with 256 x 256 hidden layers
and Relu activation
Adam

0.99, 0.999

3e-4

0.005

256

le6

Normal(0, 0.1)
first 25000 steps
first 25000 steps

Table 7: Tested DDPG and TD3’s hyperparameters for Mujoco testbeds. TD3, in addition, makes a
delayed actor update every other critic update. The noise added in the sample action used in TD3’s
update is a zero mean Normal distribution with noise 0.2. This noised sampled action is then clipped

to be within [—0.5, 0.5].

Hyperparameter

Value \

Actor & critic networks

Optimizer

Discount factor

Actor learning rate

Critic learning rate

Use autotune

Critic target smoothing coefficient
Batch size

Replay buffer size

Warmup stage (taking random actions)
Learning after

fully connected with 256 x 256 hidden layers
and Relu activation
Adam

0.99, 0.999

3e-4

le-3

True

0.005

256

le6

first 5000 steps
first 5000 steps

Table 8: Tested SAC’s hyperparameters for Mujoco testbeds

Hyperparameter

| Value \

Actor & critic networks

Optimizer

Discount factor

Actor & critic learning rates

A in generalized advantage estimation
Importance sampling ratio clipping range
Samples collected for updates

Batch size

Number of updates per sample
Gradient norm clipping threshold
Normalize advantage

Value clipping

Return normalization

Entropy coefficient

fully connected with 64 x 64 hidden layers
and Tanh activation
Adam

0.99, 0.999

3e-4

0.95

[0.8, 1.2]

2048

64

10

0.5

True

False

False

0.0

Table 9: Tested PPO’s hyperparameters for Mujoco testbeds
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Hyperparameter

Value \

Q network

Conv layer 1
Conv layer 2
Conv layer 3

Fully connected layer size
Optimizer

Discount factor

Learning rate

Replay buffer size

Samples between two updates
Target network update

Batch size

Number of updates per sample
Normalize advantage
Gradient norm clipping threshold
Exploration

Learning after

three convolution layers

followed by one fully connected layer,
all with Relu activation

kernel size 8, output channel size 32,
strides 4, paddings 0

kernel size 4, output channel size 64,
strides 2, paddings 0

kernel size 3, output channel size 64,
strides 1, paddings 0O

512

Adam

0.99, 0.999

le-4

800000

4

every 1000 steps

64

10

True

0.5

e-greedy with linear decay.

e starts from € = 1 and ends at 0.01.
1000000 decay steps.

first 80000 steps

Table 10: Tested hyperparameters for DQN for Atari testbeds.

Hyperparameter

| Value

Actor & critic networks

Conv layer 1

Conv layer 2

Conv layer 3

Fully connected layer size
Optimizer

Discount factor
Actor & critic learning rate

A in generalized advantage estimation
Importance sampling ratio clipping range

Samples collected for updates
Batch size

Number of updates per sample
Gradient norm clipping threshold
Normalize advantage

Value clipping

Return normalization

Entropy coefficient

three convolution layers

followed by one fully connected layer,
all with Relu activation

kernel size 8, output channel size 32,
strides 4, paddings O

kernel size 4, output channel size 64,
strides 2, paddings O

kernel size 3, output channel size 64,
strides 1, paddings O

512

Adam

0.99, 0.999

3e-4

0.95

[0.9, 1.1]

1024

256

8

0.5

True

False

False

0.01

Table 11: Tested hyperparameters for PPO for Atari testbeds.
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Hyperparameter

Value

Actor & critic networks

Conv layer 1
Conv layer 2
Conv layer 3

Fully connected layer size

Optimizer

Discount factor

Actor & critic learning rates

Use autotune

Entropy coefficient

Samples collected between two updates
Critic target update frequency

Batch size

Replay buffer size

Warmup stage (taking random actions)
Learning after

three convolution layers

followed by one fully connected layer,
all with Relu activation

kernel size 8, output channel size 32,
strides: 4, paddings: 0

kernel size 4, output channel size 64,
strides: 2, paddings: O

kernel size 3, output channel size 64,
strides: 1, paddings: 0

512

Adam

0.99, 0.999

3e-4

False

0.2

4

2000

64

800000

first 20000 steps

first 20000 steps

Table 12: Tested hyperparameters for SAC for Atari testbeds.
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A.3 HYPERPARAMETERS WHEN APPLIED TO TESTBEDS WITH AGENT-CONTROLLED RESETS

We modified the hyperparameters of the tested algorithms in two ways to improve the algorithms’
performance in testbeds with agent-controlled resets.

First, we adjust a hyperparameter that controls the level of exploration for DDPG, TD3, and SAC.
For DDPG and TD3, the exploration noise is a sample of a zero-mean multivariate Gaussian random
vector with independent elements. This exploration noise is then added to the action generated by
the actor network to perform persistent exploration. For testbeds without resets or with predefined
resets, we applied the same standard deviation of 0.1 to all elements. However, when resets are part
of actions, we tested smaller standard deviations, including 0.05, 0.005, 0.0005, and 0.00005, for
the reset dimension. This is because, compared to the other dimensions in actions, a small noise
in the reset dimension would have a significant effect on the behavior of the policy. For SAC, the
entropy regularization coefficient controls the level of exploration. We applied the autotune technique
introduced by Haarnoja et al. (2018) to adjust this coefficient dynamically. This technique introduces
some regularization that pushes the entropy of the learned policy toward some predefined target value,
guaranteeing that exploration does not diminish to zero asymptotically. For testbeds without resets
or with predefined resets, the target entropy was chosen to be — |.4], a choice tested by Haarnoja
et al. (2018), where |.A| is the dimension of the action space. When resetting is part of the action, we
found this choice leads to very frequent resets, even at the end of training. We therefore tested smaller
target entropy values, including — |A|, — |A| — 3, — |A| — 6, and — | A| — 9. PPO’s exploration
noise is learned, and there is no mechanism for maintaining exploration above a certain level or
pushing exploration toward a certain level. Therefore, no more changes need to be applied to PPO’s
hyperparameters.

The second change we made was to have a different random policy for collecting data in the warmup
stage of DDPG, TD3, and SAC. In testbeds without resets or with predefined resets, a policy that
uniformly randomly samples from the action space was used in the warmup stage. When resetting
probability is part of the action, we apply a different policy that is biased toward lower reset probability.
The reason is that a uniformly random policy would output a reset probability of 0.5, which is so high
that most of the data collected following this policy will be several steps away from the initial states.
To generate longer trajectories, we chose the resetting probability element of the action to be 1/N,
where N is an integer sampled uniformly from 1,2, ..., 1000, and kept other elements uniformly
sampled.

A.4 APPLYING REWARD CENTERING METHODS TO THE TESTED ALGORITHMS

In this section, we describe how we applied three reward-centering approaches to the tested algorithms.
We start with TD-based reward centering and then discuss two other alternative approaches.

We apply TD-based reward centering to DQN the same way as Naik et al. (2024) did. DQN maintains
an approximate action-value function, ¢, : S x A — R, with the vector w being the parameters
of the function. To update w, DQN maintains a target network ¢, parameterized the same way as
¢, but with different parameters. For every fixed number of time steps, the values of w are copied
to . Every time step, DQN samples a batch of transition tuples (s;, a;,7;,8}),1 € {1,2,...,n}
from the replay buffer, where s;, a;, r;, s; denote a state, an action, and the resulting reward and state,
respectively, and n is the batch size. The update rule to w is

c 1 o
wd:fwmﬁzléimw(si,ai), ey
1=
where §; & r; + YmaxXgeA ¢ (S}, a) — qw(si, a;) is a TD error, « is a step-size parameter and +y is a
discount factor. With TD-based reward centering, we update w with equation 1 but with §; replaced
by a different TD error, where the reward is subtracted by an offset 7, defined as follows:

SRE= 5, — 7. @)
The offset 7 is updated whenever w is updated, using the new TD errors, following
_ def _ 1 = RC
= —_ 5 s 3
PET+ B ; : 3)
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where 3 is another step-size parameter. The tested S values in our experiments are 3e — 2, le —
2,3e — 3,1e — 3,3e — 4. The tested discount factors in our experiments are 0.99,0.999, and 1.0.
These hyperparameters were also used in other tested algorithms with reward centering.

DDPG, TD3, SAC, and PPO are also driven by TD-learning with various different TD errors. We
show their respective TD errors below. The centered versions of DDPG, TD3, and SAC can be
derived straightforwardly by replacing their respective TD errors with the new TD errors obtained, as
in equation 2, and updating 7 whenever their critic parameters are updated, as in equation 3. PPO
requires a slightly more complicated treatment in the update of 7, which we will discuss separately.

Like DQN, DDPG also samples a batch of transition tuples (s;, a;, 4, s),7 € {1,2,...,n} from the
replay buffer to update the weight vector w. In addition, the algorithm samples an action a) according

to the actor’s policy for each s,. DDPG’s TD error is J; défn- + qw(s), a}) — qu(si, a;).

TD3 maintains two approximate value functions that are parameterized in the same way but with
different parameters. Denote them by ¢, , qw,. To update w; and ws, for each time step, just like
DDPG, TD3 samples a batch of transition tuples (s;, a;, 74, s5),7 € {1,2,...,n} from the replay
buffer and a batch of actions a;. Unlike in DDPG, an additional Gaussian noise ¢; is added on aj.
TD3’s TD error is r; + (minje{w} Qu, (s}, a; + 61)) — Gu, (83, ;).

SAC also employs two approximate value functions ¢y, , Guw,- Let (s;, a;, i, 85),4 € {1,2,...,n}
and a} be generated the same way as in DDPG. The continuous control version of SAC’s TD
error is 7; + v (minje( 2y qu, (s}, a})) — wlogm(a} | s}) — qu,(si, a;), where £ is a regular-
ization coefficient influencing the entropy of the policy and is either predefined or automati-
cally tuned, and 7 is the actor’s policy. The discrete control version of SAC does not use

sampled actions a but considers all possible actions and uses the expectation. Its TD error is
def

6i=ri+7 (Xaeam(al s)) (minjeqr oy qu, (5, a)) — klogm(a | s5)) — qu, (si, ai).

PPO does not maintain an approximate action-value function but an approximate state-value function
vy + S — R, with w being the weight vector. PPO proceeds in rounds. For each round, PPO collects
a certain number of transitions following the current policy without changing any parameters and then
applies multiple updates to both actor and critic parameters using the transitions. These transitions
are not used in subsequent rounds. Let S;, A; denote the state, action at time step ¢ and let R;41
denote the resulting reward. PPO’s TD error at time step ¢ is defined as follows:

def
0t = Riy1 + 700 (St41) — V0 (St)-

From this TD error, generalized advantage estimate (GAE) and truncated A-return are computed,
which are used to update actor and critic parameters. The centered TD error for PPO is defined by

def _ . .
SRC=§, — 7, as in equation 2.

However, unlike the above algorithms, the update to 7 is performed using all transitions collected in a
round instead of a batch of transitions because this does not add too much additional computation,
given that the TD errors for all transitions visited in the round need to be computed anyway, to obtain
the GAE and truncated A-return.

Regarding the update to 7, another difference between PPO and the above algorithms is that in PPO,
7 is not performed every time the critic is updated, but every time the TD error is computed, to save
computation. Recall that PPO’s parameter updates proceed in epochs. For each epoch, all transitions
collected in the current round are used for one time in both actor and critic updates. Even if there are
multiple critic updates within each epoch, the TD errors are only computed once at the beginning of
each epoch.

The above discussion finishes with a discussion of how we apply TD-based reward centering to the
tested algorithms. We now discuss the other two reward-centering approaches.

The first approach is to simply let © be updated with an exponential moving average of the past
rewards instead of being updated by equation 3. Formally, at time step ¢, 7 is updated with

T ﬂ’f’_+ (1 — 6)Rt7
where 8 € [0,1] is the moving average rate. The tested 8 values are 0.99,0.999,0.9999. As
suggested by Naik et al. (2024), this approach is theoretically sound in on-policy algorithms, such as
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PPO, but is problematic for off-policy algorithms, such as the rest of the tested algorithms. In our
paper, we empirically test this approach for all algorithms.

The other approach uses a set of reference states and is based on the relative Q-learning family of
algorithms proposed by Devraj and Meyn (2021). These algorithms are tabular discounted algorithms
and can be viewed as the extension of relative-value-iteration(RVI)-based Q-learning (Abounadi et al.,
2001), a family of average-reward algorithms, to the discounted setting. Here, we briefly discuss
the idea of relative Q-learning. We will then mention how to perform reward centering in the tested
algorithms following the same idea.

Relative Q-learning maintains a S x A-sized table of estimates for action values and updates these
estimates in a similar way as Q-learning. For each time step, a state S; is observed, and an action Ay
is chosen by a policy that may or may not be controlled by the agent; the algorithm then updates with
the resulting transition (S, A¢, Ri41, St+1) using the following update rule:

Q(ShAt) — Q(ShAt) +a (Rt+1 - f(Q) + ’Yf(ll}eaj(Q(St+1a a) - Q(Stht)) ) )

where f is a function satisfying certain properties. Examples of such functions include f(Q) =
m ZseSﬂeA Q(’S? CL), f(Q) = MaXseS,acA Q(Sa a)’ or f(Q) = minSGS,aGA Q(57 a)' Here
f(Q) is a common offset subtracted by all rewards, therefore serving the same role as 7.

We make a few observations regarding this algorithm. First, note that the f function is chosen
before the agent starts and is fixed through the agent’s lifetime. Second, note that, unlike 7,
f(Q) does not need to be estimated separately. Third, note that the centered Q-learning algo-
rithm introduced by Naik et al. (2024) with tabular representation can be written in equation 4 with
IHOEL > ses.aca @(s,a), where 1 is a hyperparameter. However, the relation between the two
algorithms with function approximation is unclear.

def

Following the above idea, we replaced 7 in the tested algorithms by f(g,,) = \%I > (s.ayez dw(s, a),
def 1

where T is a fixed set of state-action pairs or f(qu,) = 5777 2_(s,a)ez(qw: (5, @) + u, (5, a)) when

two value functions are used. The size of Z is the same as the batch size used in each algorithm. The
pairs are sampled randomly from the replay buffer right before the first learning update. Readers may
refer to Tables 7—12 for the first learning update time step.

B ADDITIONAL EVALUATION RESULTS OF TESTED RLL ALGORITHMS

This appendix shows evaluation results of tested RL algorithms that are omitted in Section 2 of the
main text.
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Figure 3: Learning curves in continuing testbeds with predefined resets based on the Atari environ-
ment. Each point shows the reward rate over the past 100k steps. Shading area standards for one
standard error. Overall, DQN performs the best of the three tested algorithms.

DQN SAC PPO
episodic continuing episodic continuing episodic continuing
Breakout 3.43 +0.36 4.01 + 0.21 2.08 £ 0.61 3.51+0.08 | 3.02+0.07 3.05+0.13
Pong 0.76 + 0.07 1.01 £0.07 | -0.64 +£0.16 -0.51+0.04 | -0.80 +0.51 -0.89 + 0.52
Reward rate | Spacelnvader | 3.87 4 0.16 4.23 £+ 0.09 2.17 £ 0.04 236 +0.03 | 3.40+0.07 3.73+0.12
BeamRider 1.94 £ 0.05 2.06 £ 0.03 0.75 £ 0.04 0.84 £0.02 | 0.65=+0.01 0.69 & 0.02
Seaquest 5.01+£0.30 8.50 & 0.54 0.31 +£0.10 1.57+£0.03 | 3.13£020 3.89+0.28
MsPacman 1245 £0.15 1459 +0.17 | 10.08 £025 13.85+£0.19 | 13.62+0.28 14.47 £0.23
Breakout 39.80 + 11.86  32.50 +2.18 | 84.50 +£26.40 32.70 + 0.68 | 35.10 £ 0.97 52.30 +2.97
Pong 4.30 + 0.21 4.90+0.18 3.90 + 0.53 450+0.17 | 7.80+0.81 7.90 + 0.87
Num resets | Spacelnvader 12.70 £ 0.76  19.30 £ 0.94 | 10.30 +0.63  32.30 + 1.05 | 36.60 + 1.05 37.70 + 0.86
BeamRider 510+£0.87 1500+ 1.41 | 3.10 £+ 0.59 9.40£0.75 | 18.70 £ 0.76  20.10 + 0.69
Seaquest 10.60 + 0.60 13.70 = 1.52 | 3.30 £1.24  38.00 + 1.22 | 18.20 = 0.57 17.20 + 0.20
MsPacman 32.80+0.55 3490+ 1.14 | 31.30 £0.70 3490+ 0.53 | 33.30 = 0.78 34.70 & 0.84

Table 13: A comparison of policies learned in the continuing Atari testbeds versus policies learned in
the corresponding episodic testbeds. The upper group shows the mean and the standard error of the
reward rates when deploying the learned policy obtained in these two settings for 10, 000 steps. The
higher reward rate is marked in boldface, and the number obtained in other settings is also marked in
bold if the difference is statistically insignificant. The lower group shows the number of resets within
the evaluation steps, with the fewer number of resets indicated in bold. This table shows that policies
learned in continuing testbeds make more frequent resets and achieve a higher reward rate.
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Task DDPG TD3 SAC PPO
agent-controlled predefined agent-controlled predefined agent-controlled predefined agent-controlled predefined
HalfCheetah 13.15 £ 0.20 12.19 + 1.41 12.03 + 0.43 10.48 + 1.69 12.69 +£0.28 14.23 + 0.77 6.81 + 0.49 3.04 +0.74
Ant 7.32 +0.14 6.79 + 0.37 5.97 +£0.25 6.78 + 0.09 6.90 +0.14 7.58 +0.20 4.41 +0.37 3.61 +0.47
Reward rate | Hopper 4.09 +0.17 4.05 £ 0.06 4.34 +0.06 4.07 £0.04 4.05 + 0.09 4.19 +0.07 3.55+0.16 4.02 + 0.07
Humanoid 4.10 + 1.30 6.50 + 0.60 5.38 +£0.04 7.75 + 0.44 5.88 +0.08 8.09 + 0.09 6.82 4 0.06 7.65 + 0.08
Walker2d 4.30+0.14 4.88 £ 0.19 4.16 = 0.18 4.37 £ 0.50 4.29 +£0.29 4.06 +0.83 4.56 + 0.25 4.87 +0.29
HalfCheetah 1.40 + 0.34 1.80 £ 0.96 1.20 + 0.25 7.50 + 5.67 6.50 +1.28 0.70 + 0.30 6.00 + 1.37 0.40 £ 0.31
Ant 7.10 + 1.87 23.00 £2.67 1020 + 1.17 1.20 = 0.29 2.30 + 0.63 5.70 £2.95 66.60 + 24.96 4.50 + 1.52
Num resets | Hopper 37.30 +£3.23 45.50 £ 1.92 41.00 + 1.54 45.90 £ 1.60 47.70 + 1.63 46.90 +2.42 56.50 + 3.37 52.90 +1.88
Humanoid 1102.90 + 988.81  228.10 +75.23 | 255.10 £7.46  55.30 +20.32 | 166.80 + 14.14 5.50 + 1.93 125.00 £5.95  107.40 + 3.96
‘Walker2d 74.70 &+ 6.92 42.50 + 11.94 64.30 =26.00 3530 =15.76 | 91.00 +25.29  103.70 £ 69.34 31.70 + 5.66 28.70 = 6.15

Table 14: A comparison of policies learned in testbeds with predefined resets versus those learned in
testbeds with agent-controlled resets. The upper group shows the mean and the standard error of the
reward rates when deploying learned policies obtained in these two settings for 10, 000 steps. The
higher reward rate is highlighted in bold, and if the difference is statistically insignificant, both values
are also marked in bold. The lower group shows the number of resets within the evaluation steps,
with the fewer number of resets indicated in bold. In general, algorithms achieve a higher reward rate
and lower reset frequency when running on testbeds with predefined resets compared to those where
resets are controlled by the agent.
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C ADDITIONAL RESULTS OF ALGORITHMS WITH REWARD CENTERING

This appendix presents results concerning reward centering that are omitted in the main text. We
will start with the result showing the usefulness of TD-based reward centering when a large discount
factor or a large reward offset is present. We will then compare the three reward-centering approaches
detailed in Section A 4.

To examine the influence of the discount factor with TD-based reward centering, we show the
percentage of improvement of the asymptotic reward rate when using a discount factor of 0.999 and
1.0, as compared to when using the discount factor of 0.99, for centered algorithms in Mujoco testbed.
Section 2.4 shows the formal definition of this percentage of improvement. As a baseline, we show
the percentage of improvement when using a discount factor of 0.999, as compared to a discount
factor of 0.99, for the based algorithms (c.f. Table 4). Discount factor 1.0 is not used by the base
algorithms because approximate values can diverge to infinity. The results shown in Table 15 suggest
that centered algorithms are indeed significantly less sensitive to the choice of the discount factor
when resets are available. In several testbeds without resets, including Swimmer, HumanoidStandup,
and Special Ant, increasing the discount factor can hurt performance significantly. This is potentially
due to the fact that none of the tested algorithms, regardless of whether they use reward centering or
not, successfully solve these testbeds even with a discount factor of 0.99. A larger discount factor
increases the difficulty by optimizing a longer-term value, resulting in even worse performance of the
tested algorithms.

To examine the influence of reward offsets, we show the percentage of improvement of the asymptotic
reward rate when shifting all rewards by -100 or +100 for both centered and base algorithms in
the Mujoco testbeds. Section 2.4 shows the formal definition of this percentage of improvement.
The results (Table 16) show that centered algorithms are not sensitive to reward offsets at all, while
uncentered algorithms are extremely sensitive to the offsets.

Overall, our experiments confirm the effectiveness of TD-based reward centering by showing that
it can be combined with all tested algorithms and improve their performance. Further, centered
algorithms work well with a large discount factor, especially for testbeds with resets, making the
selection of an appropriate discount factor easier. Finally, the centered algorithm is not sensitive to
reward offsets at all.

Algorithm DDPG TD3 SAC PPO

Use TD-based RC | Y Y N Y Y N Y Y N Y Y N
Discount factor 0999 1.0 099 | 0999 1.0 0999 | 0999 10 0999 | 0999 10 0999
Swimmer 8854 9633 8595 | 7153 7563 4519 | 5203 9504 9923 | 10298 12257 46.84
No HumanoidStandup | -11.37 -3871  9.09 | -549 1143 1416 | -4696 -52.99  -60.13 | 9.10 -1372 -13.45

Lesots Reacher 6235 -5617 70742 | -1.88 082  -6.01 128 048 1013 | -135  -142  1.60
Pusher 379 405  -13.80 | 283 334 -10.82 | 293 278 723 | 339 406 -4.54
Special Ant .19 986 -38.39 | -38.02 -56.02 -67.71 | -153.05 -14825 -152.16 | -6.75  -23.00 -11.86
HalfCheetah -10.82 1543 -20.62 20.16 15.41 49.84 -6.24 -6.06 4.26 7.59 -19.77 -41.32
Predefined | ANt 284 057 748 | 231 298 2246 | 250 075 -1466 | 933 629 1550
b Hopper 218 207 <1281 | 093 053 845 | 065 678 -1L72 | -146 620 2173
Humanoid 819 <158 3428 | 2944 -30.60 -64.27 | 1440  -1499 7481 | 610 234  -5851
Walker2d 0.25 1.35 -5.07 -1593 -13.34 -15.12 -4.25 -9.44 -3.38 -5.25 -10.15  -29.89
HalfCheetah 2.28 -8.50 -27.19 -4.49 -4.07 -29.79 -6.20 -2.15 -33.93 1.10 9.42 -26.41
Agent-controlled | AT 106 -1.55 532 | 415 205 1074 | 476 2034 2280 | -11.63 685 -19.04
Hopper 9.09 2614 2962 | 054 047 -11.62 | 2.85 384 592 | 029 2023 -12.87
fesets Humanoid 3750 -86.99 -155.59 | 3.60 017 213 1.66 320 -1477 | <153 327 -23.05
Walker2d 1747 2327 3049 | 1193 772 614 | 548 2219 3761 | <1320 -12.19  -22.96

Table 15: TD-based reward centering is less sensitive to the choice of the discount factor than
noncentered methods

‘We now compare the three reward-centering methods. Tables 17 and 18 display the percentage of
improvement for each method, with results for the TD-based approach drawn from Tables 5 and 6. The
experimental setup and method for calculating the percentage improvement are detailed in Section 3,
while hyperparameters specific to each reward-centering method are provided in Section A.4. We
show the learning curves of the base algorithms and the algorithms with various reward-centering
approaches in Figures 4—7.

The results indicate that the TD-based approach performs best among the three methods tested.
Interestingly, the moving-average approach also performed well in off-policy algorithms, which was
unexpected. The reference-state-based approach showed mixed results, improving performance in
some cases but diminishing it in others.
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Algorithm DDPG TD3 SAC PPO
Reward shifting -100 +100 -100 +100 -100 +100 -100 +100
Use TD-based RC Y N Y Y N N Y N Y N N
Swimmer 3203 -113.27 3.89 -104.86 | -12.03  -103.63 .35 103.20 | -45.95 -117.02 -32.34 -108.30 | 9.90 -103.27 542 101.52
No HumanoidStandup | -14.40 14.69 1432 -29.16 | -18.89  41.30 6.92 5.70 19.61 -32.88 9.26 -24.10 10.76 -1.48 -0.03 11.97
resets Reacher 5.86 -295.90 1.75 -429.94 1.77 -112.49 1.64 160.87 0.44 -32.00 0.37 -117.87 | 0.10 -3.09 -0.28 -8.67
Pusher 116 -73.46 0.63  -183.44 | 148  -8638  0.20 16226 | 026  -2045 129 2507 | -1.75  -10.79 1.4 -19.53
Special Ant -11.15 -156.21  -12.52 -100.50 | -891  -65.57 9.20 44.65 1539 -1297 482 -12.73 ] 2272 4094 495 4230
HalfCheetah 14.53  -31.38 167 -59.69 | -6.82  -1051 735 -85.34 883 -45.64 3.54 -44.86 | 0.62  -4583  -0.71  -62.95
Predefined Ant 1.76 . 0.99  -118.93 | -2.23 -73.80 1.96 -97.01 -0.34 -46.73 1 Z({ -75.70 2.09 -34.96 6.04 -31.90
resets Hopper 026 -41.21 049 -62.35 016 -4928  2.83  -53.05 209 -28.59 205 -17.77 3.06  -44.08 026 36.00
Humanoid 060  -69.68 -035 -83.17 | -897  -87.61 10.87 3. 170 -79.30 043 -109.34 | -0.60 -4444 -1.74  -50.57
Walker2d -0.66 2645 041 -63.41 305 3244 7.01 53.33 301 -25.64 207 -40.23 | -2.54  -56.70 024 -52.50
HalfCheetah 133 2917 582 -73.96 113 -34.89 3.03 26.31 278 -46.60 -59.21 | -0.64  -78.67 1389  -78.05
Agent-controlled Ant 0. f‘) -81.13 2.41 -127.31 293 -75.54 3.49 85.00 0. 17‘! -49.99 -82.81 -2, Z'j -71.29 072 69.68
resets Hopper 254 2370 0.60  -106.48 255 -34.18 1.81 65.56 245 -21.67 <1130 | <075 -69.86  0.85  -36.35
Humanoid 3922 -180.58 935 10627 | 230 -11838 299 -108.54 | 222 -1529 23535 | <099  -1579 093 21.05
Walker2d -4.87 -41.19 -0.88 -59.64 | -11.85 -6.78 3.81 -46.72 1.10 -31.97 -35.39 2.16 -72.69 2.2 77.86

Table 16: TD-based reward centering is not sensitive to reward shifting.

It is worth noting that we tested only the simplest choice for the f function—using the mean of action
values from a fixed batch of state-action pairs. Other choices for the f function could potentially
yield better results. Additionally, recent work has proposed estimating the reward rate by applying
a moving average to the f function’s output (Hisaki and Ono, 2024). Future research is needed to
evaluate alternative choices for the f function and evaluate the moving-average approach within the
reference-state-based framework.

Algorithm DDPG TD3 SAC PPO
RC approach TD RVI MA TD RVI MA TD RVI MA TD RVI MA
Swimmer 109.11 6696 17630 | 90.71 -59.05 -22.94 | 1149.26 809.21 481.01 | 71.14 -86.18 34.98
No HumanoidStandup 41.67 29.68 28.42 19.79 1447 16.46 35.83 -16.14 7.40 1939 530 2630
resets Reacher -0.03 -74.41 -0.01 0.07  -78.37 0.03 -0.11 -0.14 -0.08 1.17 1.26 1.20
Pusher 10.87 -16.80 10.70 | 1.24 -17.14  1.00 0.39 -2.58 -0.20 | 372 0.09 292
Special Ant 12.67 -4.02 21.23 2.05 -9.34 -3.01 5.59 -18.81 5.15 10.55 9.59 4.38
HalfCheetah 3.15 0.25 4.07 13.13 5.24 4.65 5.05 1.37 0.43 4.66 -0.14 12.69
Predefined Ant 2222 -1427 1310 | 1825 -19.80  23.04 6.75 6.12 9.33 1336 4.32 1.36
resets Hopper 253 -20.79 1.52 | 1483 -16.84 1537 4.44 3.83 4.13 456  -2.31 3.23
Humanoid 210.54 16326 213.03 | 89.68 52.56 7091 77.54 61.66 5139 | 1129 16.17 9.27
Walker2d 16.28 0.20 7.87 1037 -11.10 8.64 7.72 6.79 6.22 7.37 5.44 15.34
HalfCheetah 2.21 1.89 1.53 17.45  19.86 13.88 2.05 -9.81 -18.64 | 4.06 13.00  30.94
Agent-controlled Ant 1273 12.90 399 | 94.13 5832 104.65 | 34.57 3092 26.04 | 807 831 447
resets Hopper 42.28 17.31 30.28 | 15.72  16.55 8.12 4.60 -3.18 5.04 5.57 2.87 7.26
Humanoid 24673 12640 11599 | 20.71 14.63  23.19 5.46 4.01 -3.28 | 2.36 1.98 0.32
Walker2d 10.23 -7.59 -0.10 1292 -10.86 0.79 0.89 -17.88 -5.99 4.61 0.19 7.29
‘ ‘ Average improvement ‘ 49.54 18.73 41.86 ‘ 28.07 -2.72 17.65 ‘ 89.06 57.02 37.86 ‘ 1146 -245 10.20 ‘

Table 17: Performance improvement when applying reward centering to the tested algorithms to
solve the Mujoco testbed. Here, RVI standards for the reference-state-based approach. MA standards

for the moving-average-based approach.

Task DQN SAC PPO

RC approach TD RVI MA TD RVI MA TD RVI MA

Breakout -7.48  -31.97  -6.79 | 1.67 210 -0.22 | 11.51 073 3.12
Pong 0.50  -33.64 245 | 51.94 5046 -0.13 | 79.18 30.13  68.90
Spacelnvader 2097 1593 1293 | 0.29 -2.54 073 11972 3518  7.96
BeamRider 7.01 6.82 359 | 3500 13.05 0.67 | 7567 488 7231
Seaquest 2679 -438 1942 | 2275 -1035 0.24 577 -12.69  -4.65
MsPacman 9.96 8.70 4.58 1.76 0.42 1.50 2.67 0.61 2.41

| Average improvement | 9.63  -6.42  6.03 | 18.90 872 0465|3242 9.60 2501 |

Table 18: The performance improvement when applying reward centering in the tested algorithms to
solve the Atari testbeds.
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Figure 4: Learning curves on continuing testbeds without resets based on Mujoco environments.
Each point shows the reward rate averaged over the past 10,000 steps.
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Figure 5: Learning curves on continuing testbeds with predefined resets based on Mujoco environ-
ments. Each point shows the reward rate averaged over the past 10,000 steps. The shading area

standards for one standard error.
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Figure 6: Learning curves on continuing testbeds with agent-controlled resets based on Mujoco

environments. Each point shows the reward rate averaged over the past 10,000 steps. The shading
area standards for one standard error.
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Figure 7: Learning curves on continuing testbeds with predefined resets based on Atari environments.
Each point shows the reward rate averaged over the past 10,000 steps. Shading area standards for one

standard error.
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