Supplementary Material

Misspecified GP Bandit Optimization
Ilija Bogunovic and Andreas Krause (NeurIPS 2021)

A GP bandits: Useful definitions and auxiliary results (Realizable setting)

Assumed observation model. We say a real-valued random variable X is o-sub-Gaussian if it its
mean is zero and for all € € R we have
o%e?
Elexp(eX)] < exp ( 5 ) (26)

At every round ¢, the learner selects z; € D and observes the noisy function evaluation

Y = flae) +ny, 27

where we assume {7; }__; are o-sub-Gaussian random variables that are independent over time steps.
Such assumptions on the noise variables are frequently used in bandit optimization.

Typically, in kernelized bandits, we assume that unknown f € F(D; B) = {f € Hi(D) : || fllx <
B}, where Hy (D) is the reproducing kernel Hilbert space of functions associated with the given
positive-definite kernel function. Typically, the learner knows Fy,(D; B), meaning that both (-, -)
and B are considered as input to the learner’s algorithm.

Example kernel functions. We outline some commonly used kernel functions & : D x D — R, that
we also consider:

* Linear kernel: ky,(z,2") = 272/,

, / |z — ='|?
* Squared exponential kernel: ksg(z,2') = exp | ———5—— |,

212
« Matérn kernel: kya (2, ') = %(@nf—m/u>Jy(muff—m),

where [ denotes the length-scale hyperparameter, v > 0 is an additional hyperparameter that dictates
the smoothness, and J(v) and I'(v) denote the modified Bessel function and the Gamma function,
respectively [34].

Maximum information gain. Maximum information gain is a kernel-dependent quantity that
measures the complexity of the given function class. It has first been introduced in [40], and since
then it has been used in numerous works on Gaussian process bandits. Typically, the upper regret
bounds in Gaussian process bandits are expressed in terms of this complexity measure.

It represents the maximum amount of information that a set of noisy observations can reveal about
the unknown f that is sampled from a zero-mean Gaussian process with kernel k, i.e., f ~ GP(0, k).
More precisely, for a set of sampling points S C D, we use fg to denote a random vector [f(z)].cs,
and Y to denote the corresponding noisy observations obtained as Ys = fg + ng, where ng ~
N(0,\I). We note that under this setup after observing Yg, the posterior distribution of f is a
Gaussian process with posterior mean and variance that correspond to Eq. (8) and Eq. (9).

The maximum information gain (about f) after observing ¢ noisy samples is defined as (see [40]):

k. D) := I(fs:Ys) = L+ 2K 28
,yt( ) ) Scrg:;‘ig'(‘zt (fSa S) SC%l:a‘g(|=t2| t+ t|7 ( )

where I(-, -) denotes the mutual information between random variables, | - | is used to denote a matrix
determinant, and K is a kernel matrix [k(zs, zs )]s, s <¢ € R

Under the previous setup (GP prior and Gaussian likelihood), the maximum information gain can be
expressed in terms of predictive GP variances:

1 _
Y(k, D) = 1o 10X 5SZln(HA Yo2_ (x4)). (29)



The proof of this claim can be found in [40, Lemma 5.3]. It also allows us to rewrite Eq. from
LemmalI]in the following frequently used form:

(@) = i1 @) < (517 V2I(L/8) + 291 + B)ora (@), (30)

Next, we outline an important relation (due to [40]]) frequently used to relate the sum of GP predictive
standard deviations with the maximum information gain. We use the formulation that follows from
Lemma 4 in [9]:

Lemma 3. Consider some kernel k : D x D — R such that k(z,x) < 1 for every x € D, and let
f ~ GP(0, k) be a sample from a zero-mean GP with the corresponding kernel function. Then for

any set of queried points {x1,...,x:} and A > 0, it holds that
t
D i) < VA + Dyt (31)
i=1

Finally, we outline bounds on ~;(k, D) for commonly used kernels as provided in [40]. An important
observation is that the maximum information gain is sublinear in terms of number of samples ¢ for
these kernels.

Lemma 4. Letd € N and D C R be a compact and convex set. Consider a kernel k : D x D — R
such that k(x,z) < 1 for every © € D, and let f ~ GP(0,k) be a sample from a zero-mean
Gaussian Process (supported on D) with the corresponding kernel function. Then in case of

* Linear kernel: v¢(kin, D) = O(dlogt),
* Squared exponential kernel: ~y;(ksg, D) = O((logt)?+1),
o Matérn kernel: vy (kpar, D) = O(t4UdH1D)/@vHd(d+1)) 160 ¢),

We also note that the previous rates in case of the Matérn kernel have been recently improved to:

d 2v
O(t2V+d (log ) 2u+d> in [43].
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B Proofs from Section 3.2 (EC-GP-UCB)

B.1 EC-GP-UCB with known misspecification

Theorem 1. Suppose the learner’s hypothesis class is Fi,(D; B) for some fixed B > 0 and D C R?.
For any f* defined on D and € > 0 such that mingc 7, (p;y |f — f*[lcc < € EC-GP-UCB with

enlarged confidence Eq. (15) and known €, achieves the following regret bound with probability at
least 1 —9:

Rr = O(BWTT +/(n(1/8) + vr)vrT + eTﬁ). (17)

Proof. From the definition of Ry in Eq. (4) (also recall the definition of f from Eq. (6)), we have:

T
Ry =3 (max f(z) = f(x1) (32)
t=1
T
<> max (41 (@) + (B + SE)or1(0) = (wia (@) = (B + SE)ora(@) 63
t=1
T
<Y @) + B+ o (@) — g (@) + (B + <E) o (w) (34)
t=1
T
=Y 208+ K )ora(w0) (35)
t=1
T T
= Z 2B¢0¢—1(x4) + Z 2 \/\/XZUt 1(2¢) (36)
t=1 t=1
<26TZot 1 () +26fZat 1 () (37)
<25T\/ 2A+1 fyTT+2€f«/2)\+ DyrT (38)
2<W 21n(1/9) +27T—|—B>«/ @3+ DrT + 25TV 2+ Dr (39)
=0 (B\/'YTT +/(In(1/8) + y7)yrT + eT\/TT). (40)

where Eq. follows from the validity of the enlarged confidence bounds (by combining Lemmas
and2) and Eq. (34) follows from the selection rule of EC-GP-UCB (Eq. (14)). Finally, Eq. (38) is
due to Eq. (31), and Eq. (39) follows by upper-bounding 37 as in Eq. (30). O

B.2 EC-GP-UCB and unknown misspecification

In this section, we outline the main hindrance with the analysis of EC-GP-UCB (or GP-UCB [40]])
when € is unknown. We start with the definition of Ry (Eq. (#)) and repeat the initial steps as in

Eq. (33):
RT=Z(maxf( ) — f(a:t)) 41

xzeD

T
< Zﬂf—l(x*) + (B + %)Ut—l(ﬂ?*) - <M:_1(9€t) —(Be+ %)Ut—l(xt))~ 42)

Since € is unknown here, we cannot repeat the analysis from the previous section as the learner cannot
choose:

argmax pi;_(z) + (B¢ + %)at_l(x).
x€D
Instead, it can select:

x¢ € argmax puy_q(x) + Bror—1(x),
z€D
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which corresponds to the standard GP-UCB algorithm when € = 0. By using this rule in Eq. {#2), we
can arrive at:

op—1(x") — (Mf—l(l‘t) — (B + %)th(ﬂit)) (43)

SR

T
Rr < ZM:—1(9U*) + Bror—1(z*) +
=1

[M]=

o (#) = (iaae) = (Bt S )oralar)  (44)

SR

g (@) + Bro—1(zy) +

~
Il
—

I
[M]=

28041 (xe) + %Utfl(xa + 67\/%01:71(95*) (45)

~
Il
-

While the first two terms in this bound can be effectively controlled and bounded as in the proof
of Theorem E, the last term, i.e., 23:1 %Jt,l(aﬁ*), poses an issue since we cannot ensure that

Zthl o¢—1(x*) is decaying with ¢, similarly to Zle or—1 ().

C Optimal dependence on misspecification parameter

In this section, we argue that a joint dependence on T'e is unavoidable in cumulative regret bounds. We
consider the noiseless case, and we let the domain be the unit hypercube D = [0, 1]¢. Consider some
function f(z) defined on D such that f(x) € [—2¢, 2¢] for every € D. Moreover, let f(z) satisfy
the constant RKHS norm bound B, and let there exist a non-empty region YW C D where f(z) > ¢
for every x € V. Such a function can easily be constructed, e.g., via the approach outlined in [36]].

Now suppose that ¢ = 2¢ and let the true unknown function f* be 0 everywhere in D, except at
a single point z € W where it is 2¢. Hence, any algorithm that tries to optimize f* will only
observe 0-values almost surely, since sampling at the point where the function value is e = 2( is a
zero-probability event. Hence, after T rounds, regardless of the sampling algorithm, (eT") regret
will be incurred. Finally, it is not hard to see that || f — f*||cc < 2¢ = €, and so there exists a function
of bounded RKHS norm that is € pointwise close to f*.

D Proofs from Section (Phased GP Uncertainty Sampling)

We start this section by outlining the following auxiliary lemma and then we proceed with the proof
of Theorem 2. The following lemma provides an upper bound on the difference between the mean
estimators obtained from querying the true and best-in-class functions, respectively. Here, for the
sake of analysis, we use 1 (+) to denote the hypothetical mean estimator in case m noisy observations
of the best-in-class function are available.

Lemma 2. Foranyx € D,t > 1 and A\ > 0, we have
(@) — i ()] < SHow(), (16)

where p1,(+) and 1 (+) are defined as in Eq. (8) and Eq. (L1), respectively, and o(-) is from Eq. (9).

Proof. Our proof closely follows the one of [4, Lemma 2], with the problem-specific difference at
the very end of the proof (see Eq. (53)).

Let x be any point in D, and fix a time index ¢ > 1. Recall that Y;* = [y7, . .., y;| where each y for
i < t, is obtained as in Eq. (). Following upon Eq. (7), we can write Y; = [y} — m(z1),...,y; —
m(x)] which correspond to the hypothetical noisy observations of the function belonging to the
learner’s RKHS. From the definitions of p;(+) and u(+), we have:

|y () — pe()] = ke (@) (K + ML) ™Y, — ke(2)" (K + AL) 'Y (46)
= |k‘t($)T(Kt + /\It)_lmt|, (47)
where m; = [m(z1),...,m(x¢)]. We proceed by upper bounding the absolute difference, i.e.,

|k (2)T (K; + ML)~ tmy|, but first we define some additional terms.
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Let H (D) denote the learner’s hypothesis space, i.e., RKHS of functions equipped with inner-
product (-, -} and corresponding norm || - ||. This space is completely determined by its associated
(-, ) that satisfies: (i) k(z,-) € Hg(D) for all z € D and (ii) f(x) = (f, k(x,-)) for all z € D
(reproducing property). Due to these two properties and by denoting ¢(x) := k(z,-), we can
write k(z,2') = (k(z,-),k(z', )r = (¢(x), d(z’))k for all z, 2" € D. Moreover, let ®; denote
operator ®; : Hy (D) — RY, such that for every f € Hy(D) andi € {1,...,t}, we have (D, f); =
(d(x;), f)k» and also let @} denote its adjoint ®} : RY — H (D). We can then write K; = ®,®},
and ki (z) = ®1¢p(x). We also define the weighted norm of vector z, by ||z|le = /{x, Pz).

By using the following property of linear operators:
(OF Dy + Np) 1 OF = OF (2,0 + \I;) L,

we first have:

ke ()" (Kp + M) ™ my| = [((F Dy + ALk) ™ (), ®Fma )| (48)
< (@7 @y + ML) 2 p(@) [kl (RF Br + ALk) 2R mull (49)
= lo@)l(@ro+r) - 1PF Ml (@10, +21) -1 (50)
= A"V 20,(2) /(@17 my, (B:DF + M)~ Tmy) (51
= Ail/QUt(I)\/mtTKt(Kt + )\It)_lmt (52)
< N0 (@) A (KoK + )~ [y 3 (53)
eVt
S WO}(J?L (54)

where Eq. (49) is by Cauchy-Schwartz, and Eq. (51) follows from the following standard identity
(see, e.g., Eq. (50) in [4]):

or(x) = N2 (@) || (@7 0, 47101 - (55)
Finally, A\« (-) denotes a maximum eigenvalue in Eq. @), and Eq. @) follows since for A > 0,

we have Amax (K;(K; + A;)™') < 1, as well as by upper bounding [|m||2 < v/t||m¢||c Where
|lm+]]co < € which holds by definition of m/(-) (see Eq. ). O

Now, we are ready to state the proof of Theorem 2]

Theorem 2. Suppose the learner’s hypothesis class is Fi,(D; B) for some fixed B > 0 and D C R
For any f* defined on D and € > 0 such that min¢¢ 7, (p;) || f — [*||oc < €, Phased GP Uncertainty
Sampling (Algorithm[2) achieves the following regret bound with probability at least 1 — §:

R = O(B\/WTT +/(n(1/8) + vr)yrT + eTﬁ).

Proof. We present the proof by splitting it into three main parts. We start with episodic
misspecification.

Episodic misspecification. First, we bound the absolute difference between the misspeci-
fied mean estimator py, (-) (from Eq. @)) and best-in-class function f € Fi(D;B) (i.e.,
f € argmingex, p.p) If — f*llc < €) at the end of some arbitrary episode e. Also, pi,(-) is
defined in Eq. , where noisy observations in the definition correspond to f(-).

For any x € D., we have:

iy, () = f(2)| = [, (%) + i, (T) — pim, (7) — f()] (56)
<, () = pin, (@)| + [pm, (2) — f(2)] (57)
< W + Bme+10m, (). (58)

Here, Eq. follows from triangle inequality, and Eq. follows from Lemmas|[T]and 2|
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Next, we make the following observation:

max o, () < 7 ;‘Tt—l(f'?t) (59
1+2 D
< L V/me(1+ 20 )y, (k, D) = \/ L A?Z”e(k’ ! ©0

where Eq. ([:) follows from the definition of z; (see Eq. (19)) and the fact that o; () is
non-increasing in ¢. Finally, we used the result from Lemma [3]to arrive at Eq. (60) together with
Ym., (k, De) < Ym, (k, D) since D, C D.

By upper bounding o,,, () in the first term in Eq. (58) with max,ep oy, (), and by using the
upper bound obtained in Eq. (60), we have that for any € D, it holds:

i, () = f(@)] < B 410m, () + €1/ (2 + A"y, (k, D). (61)

Elimination. Because the algorithm does not use the "valid" confidence bounds for the best-in-class
f in Eq. (20), it can eliminate its maximum even after the first episode. However, we show that there
always remains a point Z. that is "close" to the best point (defined below) in every episode e.

Let D, denote the remaining points at the beginning of the episode e (in Algorithm [2) and let
&e = argmax,cp_{fiy,. () = Bm.+10m, (x)}. We note that this point will remain in D, accord-
ing to the condition in Eq. (20) for retaining points. Next, we assume the worst-case scenario that the
optimal point x; = arg max,¢p, f ( ) is eliminated at the end of the episode, i.e., z §é De+1 Then
it holds, due to the condition Eq. (20) inside the algorithm that (note that both Z. and x} are in De):

ch( ¢) = Bmet10m, (Te) > ch( ) + Bmet10m, (27)- (62)
Next, by applying Eq. to both sides, we obtain
F(@e) + e/ (24 Ay, (De) > f(x7) — /(24 A=)y, (D), (63)
and by rearranging we obtain
267/ 2+ A" 9w, (D) > f(a) = f(de), (64)

which bounds the difference between the function values of the optimal (possibly eliminated from
De+1) point and the one that is retained. We also note that for z7 |, = argmax,cp_,, f (x), it holds

267/ 2+ A" ) m. (D) > f(a0) = f(wiya), (65)
since f(&.) < f(x},,)and both Z¢,x} | € Dey1.

Regret. We can now proceed to obtain the main regret bound. First, we show the following bound
that holds for every x € D.. We let 2} = argmax,.,_f(z). Because both the considered point
x and z} belong to D,, it means that they are not eliminated in the previous episode. Hence, we have

F@) = F @) <t @2+ B )0y (00) + €4/ 2+ A,y (ki Do)
— (e (@) = Bime s s1)0me s (@) = €)@+ Ay (5 De1)) (66)
= /’(‘:ne,l('r:) - B(mefl“rl)a"ne—l( ) + 2ﬂ (Me— 1+1)U’me 1( ) /”'me 1( )

— Blmer41)Tm s () 281 0me () + 26/ 2+ Ay, (8 Do)

STngaX {Mm ( )_B(mc_lJrl)o-me—l( )}+2/3(mc 1+1)0me 1( ) :u’m6 1( )

- ﬁ(mefﬁrl)amefl (w) + 2/B(mef1+1)‘7me71 (z) + 25\/(2 + )‘_1)’77%671 (k; De—1)

< 26(m671+1)0me—1 (JEZ) + 26\/(2 + >‘_1)’Ym571 (lﬁ De—l) + 2/6(m€71+1)0-m671 ('r)

(67)
< 26\/(2 + )\71)’Yme_1(k; Defl) —+ 45(m€,1+1) IenDaX Umc_1(1') (68)
- (14 2X)¥m, _, (k; De—1)
< 26\/(2 +A 1)77%4 (k; De_l) + 4ﬁ(mel+1)\/ Me_1 .
(69)
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Here, Eq. (E) follows from applying Eq. (E) twice and using m = m._1. Next, Eq. (67) follows
from the rule in Eq. (20) for retaining points in the algorithm and by noting that z € D.. Finally,

Eq. (69) follows from Eq. (60).

We proceed to upper bound the total regret of our algorithm. We upper bound R, by providing an
upper bound for 7 and using the fact that 7. < Ry + 2¢1". We also use . to denote the regret

incurred in episode e, a:g %) to denote the selected point at time ¢ in episode e, and E < [log, T']

to denote the total number of episodes. Finally, we consider f € argmingc 7, (p,p) I/ — f*[loc and
denote z* = argmax,cp f(x). It follows that

%SZ& (70)

uMm

Z F(@i?)) (71)

E me
= ZZ Flas) + fz) — ff)) (72)
E
<B+ Z Me <26\/(2 + A )Y (De—1) + 4B(m, 1 41) \/(1+2>\)“::::11 (De_1)>
Ee:2
+) me(f(a") = f(x)) (73)
e=2
E
< B 20 BT D) S e + 4 AT D) S ey [
e=2 e=2
+ Zme f(xg)) (74)
<B+ &TW + 32687/ (1 + 2\ T (D)
+ Z me(f(z%) = f(x)) (75)
e=2

In Eq. (71), we used m; = 1 and the fact that bounds on the RKHS norm imply bounds on the
maximal function value if the kernel k(-, ) is bounded (in our case, k(z,z) < 1 for every x):

£ @)= [(f R, el < N lellk@, e = 1 lIkk@, ), k@, )/ * = B-k(z,2)!/ < B. (76)
Finally, Eq. (73) follows from Eq. (69), and in Eq. (74) we used that /3; is non-decreasing in ¢, and
Yme_1(De—1) < v7(D). To obtain Eq. , we used that m, = 2m._1.

It remains to upper bound the term that corresponds to misspecified elimination, i.e.,

ZQEZQ me(f(z*) — f(x2)). First, we note that by Eq. @) and monotonicity of (D) both
in ¢t and D, we have

f@®) = f(@7) = f(@") = fa3) + fa3) — - — flai_y) + flaey) — flzg) (T
<Y 26/ 2+ A1)y, (D) (78)

§§:%¢@+A*hma»=2@—1k¢@+A*hw4D) (79)

Hence, we obtain

Yo me(f(@”) = f(22)) < 26/ 2+ A ) (D) Y me(e — 1) (80)
e=2 e=2
< 6eT(log T)\/(2+ A 1)y7(D) (81)
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Finally, by combining Eq. with Eq. (81)), we obtain

Rr =0 (ET(IOg T) \/ ’)/T(D) + ﬂT\/ T’)/T(D)) . (82)

The final result follows by upper-bounding St as in Eq. (30). O

E Contextual misspecified setting results

To show the main result of section Section [4 (i.e., Proposition [T), we make use of the following
theorem established in [[32]. We recall it here for the sake of completeness.

Theorem 3 (Theorem 5.5 in [32]). Let the regret bounds for all base learners i € [M)] be of the
form:

Rl(t) = min{clx/i + ngit, t},
where ¢; € (0,1] and c1,co > 1 are quantities that do not depend on ¢; and t. The regret of
Algorithm[B)is bounded for all T with probability at least 1 —

R.=0 (Mclf\/ MINT | MeyeoTy/In M‘“T+Mc1) (83)

Here, i* is any consistent base algorithm, i.e., €; < é;« for all inconsistent algorithms.

To apply this theorem together with our EC-GP-UCB algorithm, we note that the bound obtained for
EC-GP-UCB in Theorem|I]is of the following form:

Ri(t) = min{c} (ByA: + )Vt + chei/it, th. (84)
In Algorithm 3] we make use of the following candidate upper bound instead:
Ri(Ni(t)) = min{cy (ByAT + 1)V Ni(t) + chei/ AT Ni(t), t}, (85)

where V;(t) is the number of times algorithm ¢ was played up to time ¢. Here, due to monotonicity and
t <T, we have that y7 > 7y, (4), and hence we can replace vy, ¢) With v in R;(N;(t)). Moreover,

we set ¢y = ¢} (B\/Ar + 7r) and ¢4,/7r in Theorem [3. Both ¢; and ¢, are then independent of
N;(t). We also note that we can suitably set A (in Eq. ) such that ¢y, ¢y > 1.

Hence, we can use the result of Theorem 3]to obtain the following regret bound:

Ry = O(ME\(By/AT +4r)VT + dy /e T)yln MBT 4 M ()X (ByAT +71)%). (86)

We can then set M = [1 + logy (VT /yr)] and & = %, because we have for ¢; = ﬁ that

R;(t) = t (which always holds) and, for é; we have Ry (t) < 2¢}(B\/A1 + vr)VT which is only
a constant factor away from the bound when ¢ = 0. Hence, by taking a union bound over events that
consistent and inconsistent candidate regret bounds hold and do not hold, respectively, we can then
state that with probability at least 1 — M, it holds that

R = O((B\/%+7T>\/T+ET\/%+ (B\/~TT+7T)2). (87)
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