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Clean Images are Hard to Reblur

▪ Can we estimate the true motion blur from a sharp image?

Sharp Blur

Blurring

Trained & tested on GOPRO dataset

? Backprop

Training with many images…



Clean Images are Hard to Reblur

▪ Can we estimate the true motion blur from a sharp image?

▪ Not easily. It is an ill-posed problem.

▪ We are not trying to make an arbitrary blur.
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Trained & tested on GOPRO dataset

Backprop

Blurring Fails



Clean Images are Hard to Reblur

▪ What about reblurring (inverse of deblurring)?
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Trained & tested on GOPRO dataset



Clean Images are Hard to Reblur

▪ In contrast, reblurring (inverse of deblurring) is easy!
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Blurring

Trained & tested on GOPRO dataset



Why Are They Different?

▪ Because the kernel shape remains in the deblurred images.
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How Can We Deblur Better?

▪ By making reblurring difficult!
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How Can We Deblur Better?

▪ By making reblurring difficult!

Blur Deblurred Reblurred

Deblurring

Blurred

Train with reblurring loss by joint optimization!



Reblurring Module

▪ Reblurring Module

 Estimate original blur

 Keep sharp image sharp

▪ Training

 Blur reconstruction

 Pseudo-sharp image

 Sharpness preservation



Deblurring Module

▪ Deblurring Module

 Make blurry image sharp

 Tries to resist reblurring

▪ Training

 Deblurred image

 Standard L1 loss

 Amplified blur comparison



Conceptual Comparison of Loss Terms

▪ Adversarial loss:

 Tries to make image realistic

 May not penalize real blurry image

▪ Reblurring loss:

 Tries to make image sharp

 Regardless of realism

Domain of Images



Self-Supervised Reblurring Loss

▪ No-reference sharpness measure



 Can serve as a self-supervised prior

▪ Test-time adaptation

 Recursively minimize

Deblurred

Reblur

Reblurred

Not sharp enough!



Qualitative Comparison

▪ Visual ablation on GOPRO dataset

 Comparison of training loss



Qualitative Comparison

▪ Visual ablation on GOPRO dataset

 Comparison of training loss



Qualitative Comparison

▪ Visual ablation on REDS dataset

 Effect of test-time adaptation



▪ Comparison with the State-of-The-Art

Qualitative Comparison



▪ GOPRO dataset results

▪ REDS dataset results

Quantitative Comparison



▪ Reblurring loss improves perception-distortion trade-off

 improves both the PSNR and perceptual metrics (LPIPS, NIQE)

 further emphasizes the perceptual quality by adaptation

Perception-Distortion Trade-Off



Summary

▪ A new observation: Clean Images are Hard to Reblur

▪ Novel reblurring losses for deblurring task

▪ Test-time adaptation from self-supervision

▪ Improved visual sharpness compared to other methods



Thank you
https://seungjunnah.github.io

https://seungjunnah.github.io/

