A Static Exponential Graph

A.1 Weight matrix example

Fig.[]illustrates the weight matrix W defined in (3) for the 6-node static exponential graph. The four
nonzero entries in the first column of W correspond to the three outgoing neighbors of node 0 and
the node itself; the four nonzero entries on the first row corrspond to the three incoming neighbors of
node 0 and the node itself.
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Figure 6: Illustration of the 6-node static exponential graph and its associated weight matrix.

A.2 Spectral gap of static exponential graph

Before we present the proof of the spectral gap of static, we first need to review the Discrete Fourier
Transform (DFT) and its connection to circulant matrix, which plays the critical role in the proof. We

let Circ(co, 1, - - ., ¢n—1) denote a circulant matrix, which has the form:
Co Cn—1 Cp—2 ... C1
C1 Co Cn—1 C2
. A o,
C = Circ(eg, €1y - . yCp—1) = c1 Co . Cp—9 (12)
Cn—1 Cp—1
Cp, Cp—1 . C1 Co
and we call the circulant matrix C' is generated by the vector ¢ = (¢, ¢1, ¢, ..., C,—1). With this

notation, the circulant convolution can be equivalently re-written as the matrix-vector multiplication.
Suppose we have two vectors ¢ € C" and v € C™:

c®v=Cv (13)

where ® means the n-point circular convolution and C' is the circulant matrix generated by vector c.

Lemma 2 (Eigenvalue of circulant matrix) The eigenvalues of a circulant  matrix
Circ(cp, €1, . . -, Cn—1) are given by

Ni=co+aw +awr 4+ F oY =01, n—1 (14)

where w; is the i-th root of unity under n-order, i.e., w; = exp(27rj%). (Note we use j for imaginary
number instead of i.)

Proof. From the convolution theorem of Discrete Fourier Transform (DFT), we know that, for

arbitrary n-dimension vector ¢ and v, DFT of the n—circulant convolution of ¢ and v equals to the
element-wise multiplication of DFT of ¢ and DFT of v:

Fle®@v)=F(c) 0F(v) Ve,v (15)
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where © means the Hadamard product. Introduce the DFT Matrix:

1 1 1 ... 1
1 w w? w1
F A |1 w? wt w?(n—l) (16)
1 wn1 w(n—l)2
It can be verified that
1
Diag(Fe)Fv = (Fe) ® (Fv) = F(c®@v) = FCv = E}"C}'T]—"v (17

where Diag(z) means the diagonal matrix built from vector  and 7' denotes the conjugate transpose
of F. In (T7), we utilize the two identities that z ® y = Diag(x)y and z ® y = Xy, where X is the
circulant matrix generated by x. Since (I7)) holds for any vector v, we must have

(;ﬁ;) c (;ﬁﬁ) — Diag(Fe) (18)

Hence, any circulant matrix C' can be diagonalized by DFT matrix F and the corresponding eigenval-
ues are the DFT of the generating vector c. Expanding the expression for each element in Fc will
lead to (T4) immediately. [}

With this powerful tool, we are ready to prove the spectral gap of exponential graph in Proposition
To make the proof easier to follow, we split the proof into two parts. The first part is for special
n = 27 case. After that, we present the proof for arbitrary number n.

Proof of Proposition [I| (special » = 27 case). First, we note by definition the combination matrix
WP is a circulant matrix:

1 1 1
WP = Ci _— ..., 0,——,0,... 19
1rC<T+1’T+1’ r4177 ) (19)
Resorting to lemma 2] we can immediate conclude that all eigenvalues of exponential graph have the
following form:
1 1 1
;+

n n 1 92 1 g1
w; w3
T4+1 741" r417°

T+1wi + “+7'+].wi

, i=0,1,..,N—1 (20)

%

where w; = exp (27j ﬁ) is the ¢-th root of unity under N-order. The magnitude of each eigenvalue
is:

1 1 7—1 i 2 1 T—1 i 2

T T
M=o [ ==+ == cos(=2n 3 sin(—2n 21
i <T+1+T+1n_OCOS(N )> +<T+1 sin( -5 )> @D

n=0
However, it is not obvious which eigenvalue has the second largest magnitude. It is easy to see that
1 1 1
=4+ —14...+——1=1 22
T+1 + T+1 et T+1 22)

Recall that the eigenvalues of doubly stochastic matrix W must be equal to or smaller than 1, we
know ) is the largest eigenvalue in magnitude. Next, it is also not hard to check that

Ao

\ 1 n 1 n n 1 g1
n/2 =—— + ——w, et —w
SRR I R r+1 /2
1 1 1 1 o1
= -1 —— (1?4 ——(-1)
T+1+T+1( )+T+1( ) +T+1( )
T—1
= 23
T+1 23)

where n/2 must be integer since n = 27. As long as we can show that there is no other eigenvalue \;

lying between =% and 1, we can claim that is the spectral gap of exponential graph.

2
T+1 7+1

Consider two cases for the rest \;:
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1. If 7 is an odd number, we know that :

g1 0271 i ;
w; = exp(2mj 5 )= exp(27rj§) =(-1)=-1 (24)
Then applying the triangle inequality, we know that
1 1 1 2 1 o2 T—1
il = ; 2 . 7 < 25
Al T+1w'+7+1wz+7+1w” + JrT—&—lwz “Tr+1 25

7—1 terms

Therefore, we conclude that the magnitude of any |\;|, where i is an odd number, must not

lie between :—ﬁ and 1.

2. If 7 is an even number and ¢ is not zero. We can assume its prime factor decomposition has
the following format:

i=2"plipk - plt (26)
where py is some prime number except 2 and ¢, is the corresponding order. Because we know
i is strictly smaller than 27 and 2 is smallest prime number, we can claim that ¢’ < 7 — 1.
Since 7 is some even number larger than 0, we also know ¢’ > 0. These two conditions

implies that among the index set {0,1,2,--- ,7 — 1}, we can always find a number 7’ such
that 7/ 4+ ¢’ = 7 — 1. We evaluate :

- 27
w? =exp (27rj 227 >

27’215' ti,t2 . te
zexp<27rj PipPy Py

27’

t1 t2... e
=exp <27ij1 P 5 il )

=1 Q7

Again, using the triangle inequality, we also can conclude that the magnitude of any |\;
where 7 is an even number, must not lie between :—jr} and 1.

)

So combining above two cases, we complete the proof that there is no other eigenvalue having the
magnitude that is larger than (7 — 1)/(7 + 1) and smaller than 1. [ ]

Proof of Proposition[T] (the general cases). The first several steps are the same as we did in previous

proof. Next, we just need to show that there is no eigenvalue lying between :—j& and 1.

Among in the index set {0,1,2,--- ,7 — 1}, we select two numbers, denoting them as set S. Using
the triangle inequality, we have

T—1

1 t 1
\i| <—— E Al [ E—
| |_T-‘r1 Wi +T-‘r1

1+sz-2t

t=0,t¢S tes
T*Q 1 t
< — 1 2, Vi 28
_T+1+T+1 thezswl ! (28)

As long as we show that for all feasible ¢ but 0, there always exist a set .S’ such that

1+Zwi2t

tes

<1 (29

we establish the upper bound for the second largest eigenvalue. The key to solve it is notice that, for
a € [0.25,0.75], we have

|1+ 2™ e2™20) = |2 (72T 11 4 2™ )| = |1 + cos(2ma)| < 1 (30)
Next, we discuss case-by-case:
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Figure 7: The position of each {wft }Zz_ol in the complex plane. The left figure shows the case that
1 =1 and n = 36 and the right one shows the case that 7 = 19 and n = 36.

, we can simply choose S = {0, 1}. We know
) i 2i
1+wi—|—wi’ = |1+ exp(2mj—) +exp(2mj—)| <1 31
n n

n

. If% > ¢ > 1. Because 27 > n, there exist a ¢ satisfying %" > 32t > 1 and t < 7—2. Choos-
ing S = {t,t + 1} yields the desired inequality as we have in BI): |1+ 3, qw? | <1

eIfn—1>17> ?QT". Due the circular symmetry, we know that w; = wj,_,, where we use z*

as the conjugate of complex number x. It implies
L+w +w?| =1+ wi_; + (wr=3)"|
= |1 + Wy + w2 (32)

n—i

Notice n — 7 belongs to the range (1, %), we can immediate conclude that (32)) is smaller
than 1.

» If 4 = 1. We need to use a different argument to select the index set S since the ¢ satisfying
31 > 2! > 2 may equal 7 — 1. However, we still can select S = {7 — 2,7 — 1}:

T—2 o1

2 j 272
1 +exp?™ 7 4exp?™a

+1 4 exp?™ =

27‘72
= '1 + cos (27r ) ‘ (33)
n

) R T—2 e .
Since 27 > n, we know 2— > 1. And we also know 2— < 1, otherwise it indicates that
271 > n, which contradicts the assumption that 7 = [log,(n)]. Hence, we can conclude

that cos (27(?) <0.

—2
_Qﬂ-j%

= ‘exp

* If i = n — 1. Use the conjugate argument then apply the similar procedure as ¢ = 1.

Above 5 cases cover all possible choices of ¢ for eigenvalues(except 0). Hence, we conclude that for
arbitrary n, the second largest magnitude of eigenvalue of exponential graph is bounded by :—I_i
This bound is attained if n is an even number, A,, /5 is that desired eigenvalue. Based on the numerical
experiment, we know it if n is an odd number, this bound cannot be attained. Unfortunately, we
neither have a closed form solution for the spectral gap nor know which eigenvalue will becomes the
second largest magnitude of eigenvalue.
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Lastly, we need to show that the {5 matrix norm ||/**P — %]l]lTH% is the same value as spectral gap.
To prove that, we resort to the Discrete Fourier Transform again

1 a 1
||Wexp _ E]l]lT”% (_)e ig, ((Wexp)TWexp _ 7]1—]1T)

(—b)elg1< FD'FUFDF - 11]1T)

Qelgl(lf(DTD Diag{1,0,0, - o;t)ﬂ)

—eig, ((DTD ~ Diag{1,0,0, - -- ,0}))

:p(Wexp)Q (34)
where eig; (-) means the largest eigenvalue of matrix, step (a) is because || X||3 = || XT Xz =

eig; (X7 X), step (b) applied the eigenvalue decomposition of WP through the DFT, step (c)
follows the fact that 1 is the first column of F.

A.3 Comparing static exponential graph with commonly-used topologies

A.3.1 Details of each graph and the associated weight matrix

/i\

(d) 2D-torus (e) 3-random graph (one realization)
1) (0 1 ) 3 (o
—> B
3 0 4 5
iteration k iteration k + 1 iteration k + 2

(f) bipartite random match

Figure 8: The shape of the 6-node topologies discussed in Sec.

* Ring. The ring topology is undirected, and is illustrated in Fig. [8[a). Its weight matrix is
generated according to the Metropolis rule [43] Eq. (8)], which is symmetric.
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» Star. The star topology is undirected, and is illustrated in Fig. [§(b). Its weight matrix is
generated according to the Metropolis rule, which is symmetric. Note that DmSGD with
star graph still conducts partial averaging per iteration. It is different from parallel SGD that
utilizes parameter-server (which is also of the star shape) to conduct global averaging.

* 2D-grid. The 2D-grid topology is undirected, and is illustrated in Fig. [§[c). Its weight
matrix is generated according to the Metropolis rule, which is symmetric.

* 2D-torus. The 2D-torus topology is undirected, and is illustrated in Fig. [8(d). Its weight
matrix is generated according to the Metropolis rule, which is symmetric.

. %-random graph. Consider a random n-node graph generated with each edge populating
independently with probability p = % Let A € R"*™ be the symmetric adjacency matrix
of the graph, with A;; = 1 if nodes ¢ and j are connected, and 0 otherwise. We let
W = A/dmax where dpax = max; y ; A;;. By union bound and Bernstein’s inequality,
one can easily derive d,,., concentrates around (n — 1)/2 with probability 1. It is derived
in [43| Proprosition 5] that the §-random graph has 1 — p = O(1). A realization of one

%-random graph is depicted in Fig. e). It is observed that the random graph is rather dense.

* Bipartite random match graph. We assume n is even. Bipartite random match graph
is undirected and time-varying. To generate such graph at iteration &, we first randomly
permute the index (1,2,...,n) to (¢ (1),0®)(2),...,0®") (n)), where c(¥)(-) denotes
the permutation function at iteration k. Next we let node o(¥)(2j 4 1) be the neighbor of
node o(*)(25) foreach j = 0, - - - , /2 — 1. It is obvious that, at iteration k, each node only
exchanges information with one neighbor. The spectral gap of the bipartite random match
graph, to our knowledge, is unknown yet in literature. Fig. [§[f) illustrates a sequence of the
bipartite random match graphs.

A.3.2 Comparison with commonly-used topologies

Table [5| summarizes the maximum degree and 1 — p for commonly-used graphs. The spectral gaps of
ring, star, grid and torus are discussed in [43} Proprosition 5].

Table 5: Comparison between commonly-used topologies in maximum degree and 1 — p.

1—p Max-degree
ring O(-%) 2
star O() n—1
. 1
2D-grid  O(;yoe oy oz (7) ) 4
2D-torus Oo(3) 4
;-random graph O(1) n-l
random match N.A. 1
static exponential O(@) log,(n)

A.3.3 Comparison with random topologies

A random graph is achieved by starting with a set of n nodes and imposing successive edges between
them randomly. Random graph is extensively studied in wireless networks. To show the comparison
between the exponential graph and various random graphs studied in [411 649} [10], we first summarize
the differences between scenarios in deep learning and in wireless network and control theory:

» Topology size. The GPUs utilized in deep learning are typically very expensive. A topology
with tens or hundreds of GPUs is already regarded as a large network. This is different from
wireless networks which may consist of thousands of (relatively cheap) sensors or mobile
agents. The properties that are very likely to hold for large networks with thousands of
nodes (e.g. the connectivity of the random graphs in [41} 16, 9, [10] with such a large size)
may not valid for network with a small or moderate size.
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Table 6: Comparison between exponential graph and the random graphs.

E.-R. Random Geometric Random  Static Exp. O.P. Exp

Per-iter. comm. (1) in expectation (1) in expectation Q(1) Q(1)
Transient iter. Q(n®) Q(n®) Q(n®) Q(n?)
C tivit Connected when n Connected when n Always Disconnected
onnectivity ¢ sufficiently large is sufficiently large Connected  for some iter.
Degree balance Can be highly Can be highly Balanced Balanced
unbalanced unbalanced

TWhile disconnected for some iteration, it is proved to work for DmSGD.

* Topology control. Decentralized deep learning is typically conducted in data-center GPU
clusters. In these clusters, GPUs are connected with high-bandwidth channels (such as
InfiniBand, the optical fiber, etc.), and they can be organized in any topology shape. However,
the network connectivity in the wireless network is highly sensitive to the geographical
location of the nodes, and the radius of their wireless signals. The topology cannot be
controlled freely in the latter setting.

* Balanced degree. Since the topology is in full control for deep learning, the topology design
is very important for communication efficiency. In deep learning, we prefer topologies in
which all nodes have identical degrees (i.e., the number of neighbors) so that they can finish
the communication almost at the same time without waiting for the slowest one. Static and
one-peer exponential graphs studied in our paper are such topologies. However, for the
random graph in references [41, 16,19, [10], there always exists the possibility to generate a
realization with highly unbalanced degrees, especially when the network size is not large.

References [41} 16, 9} [10] studied various random graphs. In this subsection, we will focus on the
Erdos-Renyi graph G(n,p) with p = (1 + ¢)log(n)/n for some ¢ > 0, and the 2-D geometric
random graph G(n,r) with r2 = (1 + ¢)log(n)/n for some ¢ > 0. Both random graphs are
widely used in wireless networks. Table [f]lists the comparison between exponential graph and the
random graphs. In the table, it is observed that the E.-R. and geometric random graphs are either
equivalent to, or worse than, exponential graphs in either per-iteration communication, or the transient
iteration complexity. Moreover, note that the per-iteration communication cost for random graphs is
calculated in expectation. In practice, the maximum degree in both random graphs must be greater
than the expected degree for each node in the table, which will lead to an even slower per-iteration
communication cost than exponential graphs. With the results listed in the above table as well as the
other comparison described below, we still recommend using exponential graphs in deep learning.

B One-peer Exponential Graph
B.1 Weight matrix example
Fig.[)illustrates the weight matrix W defined in (7)) for the 6-node one-peer exponential graph.

B.2 Periodic exact averaging of one-peer exponential graph

We present and prove a lemma that is more general than LemmalI]in the main body. Therefore, its
proof also serves the proof of Lemmal[T]

Lemma 3 (EXACT AVERAGING) Suppose W'¥), k > 0, are the weight matrices defined in {7) over

the one-peer exponential graph. It holds that each W %) is doubly-stochastic, i.e., W*)1 =1 and
1TW®) = 1T, Furthermore, if there exists an integer T > 0 such that n. = 27, then it holds that

Wk gt — LT 35)

n

20



'%(1)000%'
o @
o L 1 00 0
W: 2 2
00 % 2 00
5) (3) 000330
e |0 0 0 0 53 % |
Ja IRREER
9 0 2 00 0 2
10000
W: 1 1
05(1)5(1)0
00 3 0 1%1o
[0 0 0 5 0 3|
—%?%(1)00_
05(115(1)0
W:00§050
000 o0
000 2 0
[0 3 00 0 3 |

Figure 9: Illustration of the 6-node one-peer exponential graph and its associated weight matrix.

as long as {mod(ky,7),...,mod(ke,7)} = {0,...,7 — 1}. In particular, the weight matrices
associated with one-peer exponential graph can help reach an exact consensus average after all T
different matrices are each applied at least once.

Proof. The double stochasticity of every W (%) follows directly from their definitions. It is left to
establish (33).

Since W (1) = W (*2) a5 long as mod(k;, 7) = mod(ky, 7), we can assume all k; € {0,...,7 — 1}
without loss of generality.

Since the eigenvectors of all circulant matrices of the same size are the same set of Fourier modes,
circulant matrices W (*) for all k& > 0 are simultaneously diagonalizable and their multiplications are
commutative, i.e., WFTW (*k2) = 1 (k20117 (1) for any k;, ko > 0. This property, together with the
fact {k1,...,k¢} = 0,...,7 — 1 and the double stochasticity of every W), implies it suffices to
show WOw@  wr-1) = %]I]IT or, for the convenience of argument below,

(W= (WO (O = %]1]1? (36)

Consider y = (WT=)T  (WO)T(W )Tz, (We index the entries of x,y starting from 0,
instead of 1, for we use a binary representation below.) Since all nodes are treated equally, it suffices
to show yy = %(mo + -+ 4 2,_1) since, through shifting the node indices, this equality implies
Y = %(Ii—F"'—FIn_l —|—I0—|—"'—|—Z‘i_1) = %(Io+"'+l‘n_1)f0ri:172,...771—1.
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In a graph with n = 27 nodes, index the nodes by decimal numbers O,...,n — 1. Obtain their
binary-form numbers:

decimal index | binary index

0=0...00b
1=0...01b
2=0...10b

n—2=1...10b
n—1=1...11b.

There are 7 bits in each binary number above, denoted by b; the jth bit, 7 = 0,...,7 — 1, from
right to left is denoted by b;. For the example of node 2, by = 0, by = 1, and then b; = 0 for
j=2,...,7T—1

Pick any single (W )T from k = 0,...,7 — 1. The results of applying 2’ = (W )Tz are

1
Yp = §(xmod(b,n) + xmod(b-‘er,n))a Vb=0,...,n—1

In particular, 2’ = 33, _pay for B = {b:b; = 0Vj # k} = {0,2"}, that is, all bits of b are 0
except for the kth bit, which is either O or 1.

Now pick k1 # ks € {0,...,7 — 1}, then 2" = (WE)T (W )T z; satisfies

Ty = §(xinod(b¢n) + xinod(b+2k2,n)) where 2" = (W(kl))Tff

1
= Z(wmod(b,n) + Lmod(b+2%1,n) + Lmod(b+2%2,n) + Tmod(b+2F1 +2k2,n))7 Vob=0,...,n—1.

In particular, yo = § >y @ for B = {b: b; = 0Vj # k1, k2}, that is, all bits of b are 0 except
for the kth and ksth bits, which are either O or 1.

Using proof by induction, it is easy to show that z = (W®*N)T _ (WENT g for distinct
key... k1 €{0,...,7 — 1} satisfies

1 .
yO:QZzb, B={b:b; =0,Yj &{k1,...,ke}}.
beB

By taking kg =7 — 1,...,ka = 1, k; = 0 (where £ = 7 — 1), we have proved (36) and the lemma.
|

Corollary 2 Under the same condition as stated in Lemma[3} it also holds that
<W(k@) - 11111T) <W(k2) - 1]111T) (W(kl) - 11111T> =0 (37)
n n n
as long as {mod(ky,7),...,mod(ke,7)} ={0,...,7 — 1}.
Proof. Consider the production of two terms:

<W(ke) _ 1]1]1T> (W(}W—l) _ 1]1]1T) = Wk (ke-1) _ l]l]lT (38)
n n n

Here we utilize the doubly stochastic property of W (*¢) that W (*0)117 = 117 Repeating above
process until all terms are merged, we

(W(ke) _ 11[1[T) (W(kz1) _ lﬂﬂT) (W(kl) _ 111[T)
n n n

= wkayyke-1) .y k) (k) _ l]l]lT (39)
n
Last, referring Lemma 3] we conclude the Lh.s product in (37) is an all-zero matrix. |
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B.3 More about one-peer exponential graph
B.3.1 One-peer exponential graph with the size that is not power 2

Numerical validation. First, we numerically examine whether one-peer exponential graph can
achieve periodic exact-averaging when the number of nodes is not the power of 2. To this end, we
consider the same setting as in Fig. 4, and depict how the consensus residue ||(ITf_, W — 1117)z||
decreases as iteration increases in Fig. [I0] It is observed that, when n is not a power of 2, one-peer
exponential graphs can only achieve the asymptotic, not periodic, exact averaging.

Consensus Residue

109
10721
10744
1071
10-8|
0 5 10 15 20 25 30
Iterations

Figure 10: Tlustration of how consensus residues decay with iterations for one-peer exponential graph with the
size of nodes is not the power of 2.

A case study: One-peer exponential graph with 3 nodes. We provide an example to show that it
is impossible to achieve the periodic exact averaging that when the size of nodes is 3. In this case,
the period is [log,(3)] = 2. Due to the symmetry between the nodes, the product of two one-peer
exponential graph weight matrices has the form

1-p 153 11—« «
W(l)W(O):[ 1-5 5Ha 1—a ]

B 1-p3 o 11—«
1—a—p+2ap 8 —af a—af
:[ a—af l—a—p+2ap B —ap (40)
8 —af a—af l1—a—p+2ap

In order to achieve the exact averaging, the product has to be %]1 317, Under this requirement, it is
easy to derive that
1 1
a:ﬁ,&—a+§:0::>a:ﬁ:6wim@) (41)

However, it is meaningless to let the combination weights to be complex number since the domain of
iterate xz(-k) is R,

B.3.2 One-peer exponential graph with uniform sampling and random permutation

In the main body, we only consider the one-peer exponential graphs in the cyclic order. However,
that is not the only choice of selecting one-peer exponential graphs. Other two popular strategies are
random permutation and uniform sampling. It is easy to describe these two strategies by taking an
example. Consider

W A {W(O),W(l),-” 7]/V(T—l)}_ (42)

Uniform sample strategy is at each iteration, one W *) randomly selected with replacement. While
random permutation is at each iteration, one W) randomly selected without replacement. After 7
iterations, W will reset with 7 element and repeat the sampling without replacement.
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Figure 11: Ilustration of how consensus residues decay with iterations for one-peer exponential graph. Perm.
stands for random-permutation one-peer exponential graphs and U.S. stands for uniformed sampling one-peer
exponential graphs.

With slightly modification of the proof in lemmal(I] we also show that one-peer exponential graph
with random permutation still has the exact averaging property. Meanwhile, one-peer exponential
graph with uniform sample may no longer has this property within 7-iterations. With some none-zero
probability, the realization of uniform sampling with 7 times can be one permutation order. Obviously,
in this realization, uniform sample will have exact convergence property. Under the rest realizations,
it cannot since it may miss at least one element. However, with long enough time ¢, the realization of
uniform sampling with ¢ times will contain all possible elements in W with probability one. These
claims are validated in the Fig. [T}

C Deriving transient iteration complexity for DmSGD

We copy the convergence rate of DmSGD for non-convex costs in (3) as follows

T
1 o? no? nb?
TS EIVIEMP =0 (= + n ) @)
T kZ:l VvnT  T(1—p) TQ1-p)?

in which z(®) = L Dy xgk), and the influence of momentum [ is ignored. In the following,

n
we will derive the transient iteration complexity of DmSGD for the data-homogeneous and data-
heterogeneous scenarios, respectively.

* In the data-homogeneous scenario, it holds that D; = D; for any ¢ and j, and hence
Vfi(z) = V f;(z). This implies that b* = 23" | ||V f;(z) — V f(x)||* = 0. To reach
the linear speedup stage, the iteration 7" has to be sufficiently large so that the nT-term
dominates, i.e.,

o? no? n?
> ,  whichisequivalentto 7 > —.
vnT — T(1-p) (1—=p)?

As a result, the transient iteration complexity of DmSGD is given by Q(n3/(1 — p)?).

+ In the data-heterogeneous scenario, it holds that b2 # 0. To reach the linear speedup stage,
the iteration 7" has to be sufficiently large so that

o? > nb? hich is equivalentto 7T > n°b!
wini 1 uiv —_— .
VT = T(1—p)? 4 = (1—p)io?

As a result, the transient iteration complexity of DmSGD is given by Q(n3/(1 — p)*) if the
influences of b* and o are ignored.

With the above arguments, we achieve the transient iteration complexity in (d).
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D Proof of Theorem /(1]

D.1 Notations and preliminaries

Notations. We first introduce necessary notations as follows.

¢ x® = (@) @) ()] € R

» m® = [(m{)T: (m) 75 (mi)T] € R“Xd

o VF(x(k);g(k)) _ [VFl(:ng); gk))T7 VF, ( z! 7 (k))T] c Rnxd
e VIx®) = [V @)V f2(2) T V(@))€ R

T
&0 = (130, a) eRrd

e m® = (% ) mz(k))T c R4
e W = [wij] e R"x",
e 1, =col{l,1,--- ,1} e R"

* Given two matrices x,y € R"*< we define inner product (x,y) = tr(x”y), the Frobenius
norm ||x||? = (x,x), and the ||x||2 as x’s matrix {5 norm.

From the above definitions, it is quick to check that x*) = 117x(*) and m* = 217m®). We
adopt the convention E] that
() 5 8) & | () _ (0T, () _ (NT. (k) — 1 (T | < grxd
X x Z x, ; Z x, ; (x,, - Z xz;"’) ] €

(44)

Same convention applies when m(*) adds or subtracts with the stacked variables like x(*) and m(*).

Algorithm reformulation. With the above notations, DmSGD (Algorithm 1)) can be re-written as a
more elegant vector-matrix form. For k£ = 0,1, - - -, DmSGD with one-peer exponential graph will
iterate as follows:

g® =VF(x"; W), (45)
m*HD =W (am* 4 gk)) (46)
x(k+1) — (k) (X(k) — ’ym(k)), 47)

where m(®) = 0, x(°) can be set arbitrarily, and W(*) is the weight matrix associated with the
one-peer exponential graph defined by (7). Note that the weight matrix sequence {W )} satisfies
the periodic exact averaging property, see Lemmal[]

Smoothness. Since each f;(x) is assumed to be L-smooth in Assumption A.3, it holds that f(z) =
LS | fi(z) is also L-smooth. As a result, the following inequality holds for any , y € R%:

flz) = fly )—*Ilfﬂ—yll2 (Vi(y),z—-y) (48)
Submultiplicativity of the Frobenius norm. Given matrices W € R”*™ and y € R™*%, we have

Wyl < [Wll2llyll (49)

To verify it, by letting y; be the j-th column of y, we have |[Wyl|? = Z?:I Wy;l3 <
d
i W RNy 13 = W I3y 11

*“If you are familiar with the NumPy library, it is the array broadcasting concept [https://numpy.org/
doc/stable/user/basics.broadcasting.html].
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DmSGD: the averaged recursion. Multiplying 117" to both sides of (@6) and @7)), we establish the
averaged (or centralized) recursion:

ﬁ,l(k-‘rl) :Bﬁl(k) + g(k) (50)
%+D) Z (k) _ 4 (®) 51)
where g(¥) £ 11T g(h),

A critical auxiliary recursion. We also need to introduce a auxiliary sequence {z(*)}, which is
commonly used for the convergence analysis in momentum methods [[64} 39, 4]:

1 1
Fk) — _ — (k) _ ﬁ*(k—l) 7(0) — ~%(0) (52)
Z X X , Z X
= B( ) 3
It is easy to validate that [64] lemma 3]:
Fk+1) _ S(k) — _ g 53
z 7 . ﬂ (53)
When 3 = 0 and z(©) = %(9), recursion (52) reduces to,
7k — }—((k)7 x(k+1) — (k) _ pyg(k) (54)

Main idea to prove Theorem@ Theorem [I]can be proved in two steps. First, we need to establish
a decent lemma on how f( would evolve as iteration increases. Second, we will establish a
consensus lemma showing that the consensus distance E [|x(*) — x(*)||2
zero. These two lemmas together will lead to the result in Theorem T]

would gradually decrease to

D.2 Descent lemma

Lemma 4 Suppose the learning rate satisfies the condition v < %, the main recursion of
@])- under the Assumption A.1 - A.4 has
L BLy
E <12 < ( - B) E f(z© v 2 2

T+1 ZEHx““ = x| (55)

where f* is the minimum value of the problem . o2 and L are the constants defined in Assumptions.

Proof. Utilizing the L-smooth assumption of loss function f — Eq. (@8)), we have:
E f( (k+1))

_ _ L_ . _ _
<Ef(z")+E z* - z(’“),Vf(z(’“)»+§IEIIZ(’““)—Z(’“)H2
V2L

(@) PN (k) (k)

=EfE") - ﬁ E (g™, vfz*)) + 20 _B)QEHg &

Op 0T 5l IS v vraE ) e L miam
=Ef@Y) -1 —5E <n ;:1 Vfi(x;"), VI( )> b _szHg 12 (56)

where step (a) expands z(**1) — z(*) according to (33) and step (b) utilizes the unbiased and
independent assumption of gradient noise (Assumption A.2):

E (", vf(@"))

< ZVF (k) val (k) ZVfl(-’EZ(-k)),Vf(Z(k))>

< ZVF s Zsz Vi (’f>>> +E <i ini<w§’“>>7Vf<z<k>>>
- <711 vai(wﬁk)),vf(z(k)>> 57)
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Next, we focus on bounding the middle term in @) First, we expand it into:

—E <iini(m§k)),Vf(z(k))> (58)
- n T n T
~E (;va%) (Vi@®) - Vi) ~E (iZWmS.’“))) V(=)

To bound the first term in (58), we apply the Young’s inequality — a”b < 5-||al|* + §|b]|*:

- (le Zn: Vfl(:cgk))> (V(E®) — v i)

sﬂ{jm 2N+ 31V £@) - Vi =))?

1 Wy2 o L2 k) _ o2
SZ”EZVfi(””i )i +7HZ x|

L?
15 VA + S 59

where the last equality relied on the observation that

k) _ =) P oy ooy B
zZ X 1—5[X X ] 1_6m (60)

-8)?

~pL > We obtain:

If we choose € = a

(61)
To bound the second term in (58), we use the identity that a”b = 1 (||a||? + ||b]|* — ||la — b]|?):
1 < !
<nZVfi(w§’“))> V(")
i=1
1 _ 1 ¢
- (IIVf(x(’“))Il2+nZVfi(wEk))IIQ V1) ——th ®) |2>
i=1
1
2(nwo«“ﬂ W2+ 11 Zw NP - Zux“” 5’“>||2>
1 .
_t < (k) (112 = (N2 o2 k) _ (k)2
) <||Vf(X | +Hn;Vﬁ(% I = L)%™ —x ||> (62)
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Noting (61) and (62) hold for all realization. Substituting them back to (58) and simplifying the
terms, the middle term in (36)) is bounded as follows

—E( ZVfZ “‘“) (V1))

S e Eansz SN2 + {” JE 2 + ZEHxW x|
_7[5 v (k)12 ]E - vV (k 2
S B IV EIE - 55 El Z fila{)|
_ BLy? _ L2y (k)
= 5125 B + g B IR - x )
0 N __PL (k)
s E IV - o (1 205 ) Bl vaz e e

The third term in the main recursion (36) can be bounded as similar as we did in (57):

2
_ 1 ¢ k 1 ¢ k 1 ¢ k
E(gW|P =E | - > Vi) + Y VE@" &) - > Vi)
i=1 i=1 i=1
2

1 En: (k)
=K ||— YV f: \ D
n — fl(wl )

n

2
1 1«
=Y VE@Y &) -~y Vi)
i=1

i=1

n 2 n
e |15 vhe®)| + 53 E [vAED: &) - Vi)
i=1 =1
2

1 & ) 1,
<E ||— V fi(x; + — 4
- i fi(z;™) na (64)

where the step (a) that separates the norm square term into the sum of two terms is thanks to the
independent assumption of gradient noise over the past data; the step (b) is one of the key step that
relied on the independent assumption of gradient noise across the agents. Substituting (63 and (64)
back to main recursion (]3_3[) and re-organize the terms, we establish

n 2
Y <(k)\ )2 =(k) (k+1) 1 (o (K)
— R |Vf(& <E f(z E f - Vfi(x;
i =BV <BE0) B + gl | S Gl
BLy? (k)2 L*y _(k) _ (k)2
+ ———E|m —1—71@ W —x
s B + g 7 H ||
v V8L ) 2 L o
- 1- El-) Vfi(zx o
s (- o) B Z I s
(65)
Next step is to expand the momentum term [E |[m(*) |2 back to the first iteration:
k—1
l,h(k) _ Zﬁk_l_tg(t) (66)

t=0
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Taking the expectation and norm square on both sides, we have

2

(a) s k—1
E[m®)? <E || 25"
t=0

(b) G, k—1—t t
<5, 3 8 JEHg“H

t=0

) k—1
<Skzﬁk 1— t]E

82
+ kg2 (67)
n

2
1 n
D SAAACIR)
n i=1

where in step (a), we define s;, = Zk ! [*~17t as the sum of weights; we applied the Jensen’s

inequality in the step (b); step (c) used the conclusion from (64). Note the sum of weight sy, is
bounded by constant:

1— gk 1
= <
"=1-551-5 (68)
Plug it back to (63)), we have
B[V <E )« E fat) + s gy T
201 5) . n(1=F2" " m(1-p5)"
k—1 n 2
skfLy” | (1)
E ||- ()
+2(1_5)ZB -2 V@)
t=0 i=1
L2y
+ = E[x® —x®|?
e ||
v vL 8L ) 1 ()12
S - El= S Vi
i (T g I5 2 V@D
(69)
Taking the average of (69) from time k£ = 0 to k = T, we have
S z(F)y12
1 _ _ °L BLy?
< E Oy _g (T+1) i 2 2
_T—i—l( J@T) —EfE )+ 5 =527 T o= By
k— n 2
1 SkﬁLW gh—1-t 1 ()
+T+1Z ZO E n;vmwm
T ZE||x<k> x¥)?
20— /)T +1
B ’YﬁL 1 )2
s (1 )THZ]EII Zw e o

k=0
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Focus on the term in the second line of r.h.s of (70):

k—

1 BLA2
T+128k ZO BFITE

2
1 n
N Vi)
n =1

(@) BLA? e 1<
ST L AR |2 Aal)
k 0t=0 =1
2
®)_BLy’ v g 1w (*)
et ot E =" Vfi(a!
21-p)*T t= kzt:1ﬁ n; hle)
2
(© BLy?
SWTHZ ZVfZ &) (71)

where step (a) uses the upper bound of sy, in (68); step (b) switches the order of two summations;
step (c), again, uses the upper bound of s and re-align the index of summation due to non-negativity
of each term. Hence, we establish

ZEIIW x|

2(T+1)( ) &

1) VL
_T+1<Ef( ) Ef( (T )>+2n(1_5)2 271(1—5)3
L2y

T
1
n Elx® — x®)|2
2(175)T+1kZ:0 ” |

gl L 2BL 1 (k)
_2(1—ﬂ)(1_1—5_(1—5))T+1Z ” Zvﬂ e @

In order to discard the E || = > | V fi(x (k))||2 the step-size has to be small enough so that the

coefficient is negative. To achieve that, we need 1 — %LB - (31%2 > 0. The idea is we can require
last two terms bounded by two constants, which sum up to 1. Suppose we require that:
VL 1- 5 1-8
1-551-2 — "Su+a1 7
275L B —pB) (1-5)?
< — v < —F— 74
(182~ 1-p2 "= A4 BIL o

Since 1 > 8 > 0, (74) is always smaller than (73)). So as long as v < 2(1 By

a(Ep) L e can safely discard
the last terms in ([72)).

Finally, we arrive at the conclusion in the lemma by noting f* is the minimum value of the problem:

g2 <208 oy oy L o By |
THZ]EIIW )P < (T+1)(Ef( D= a5

T+ : ZE ) — M2 (75)

A few comments about this bounds: the historical average of gradient at the average trajectory x(*) is

bounded by the excess risk at the initial value, the gradient noise, and the average of the consensus
residue over the time. |

D.3 Consensus lemma

Before we can bound the consensus residue of the DmSGD algorithm, we transform the main
recursion and (47) into the following consensus residue form, which is much easier for analysis.
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Because of the periodic exact averaging property, we can view the main recursion in every 7 iterations
as reference point. Recall 7 = In(n) which is an integer. We define m = |k/7| — 1. (More precisely,
m should be a function of k. m(k) would be more proper but we choose m to light the notation).
Apparently, it holds that 27 > k£ —m7 > 7. It implies from iteration k to m7 it must contain as least
one period.

Lemma 5 If we expand the recursion from iteration k to the previous period mr, it has following
concise form due to exact averaging property:

k—1 k—1

) —x® ==y 3| D A (HW ) ©—g"), vkxr  (6)

t=m7 \j=t+1
where W(i) LW — %]l]lT.

Proof: Recalling that decentralized momentum SGD in {@6) subtract it by the centralized recursion:

x(F) _ (k) — W(k—l)(x(k'—l) _ x(k-1) _ A(m*— — ﬁl(k_l)))

1
— <W(k—1) _ n]l]]-T> (X(k—l) _ X(k_l) _ ,y(m(k:—l) _ m(k—l))) (77)

where we utilized the average of the average value is still the average value: W (*~Dx(:=1) — g(k=1)
and WE=DmE=1) = m*=1)_ For the short notation, we denote that

WD gy - Ly (78)
n
For any k > 7, we can always expand the recursion into mr:
x®) _ (k) — W(kfl)(x(kfl) —x* =1 — y(m*D) - mFE-Dy)
k—1 k—1 k—1
— H WO (x(mm) _ g(mm)y _ Z H /V[?(i)(m(j) —m)
J =7

i=mT j=mT 1=

k—1 k-1

@ — Z HW(Z @) — m)y

j m'rzg

k—1 k-1

== > [[w® m) (79)

] mTl]

where step (a) discards the first term because of the periodic exact averaging property in Lemmal[]
To evaluate the sum of production term in (79), we first expand the momentum term according the
recursion until iteration m7

j—1
m® :Bj—mf H W@ m(mm) 4 Z B] 1- tHw(Q)g(t) (80)
i=mT t=mTt

Multiplying Hf:_jl W on both sides and note we can exchange the order of [, and >, when their
index is not dependent:

’ﬁw(l (J)_ j— MTH[/V() H W@ mmm) 4 Z BgI-1- wa()HWQ) (t)
i=j

i=mT t=mTt

_gi-m 1:[ WO mmn) 4 Z_: i1t ﬁwwg(t)

i=mT t=mTt i=t
. J_l . k=1 .
=pi—mrm(mn) 4 Z pgi—1-t H wg®) 81)
t=mTt i=t
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where the last equality is, again, thanks to the periodic exact averaging property. We can establish the
similar conclusion for average momentum term:

k—1 j—1
H wOm) = m® zﬁj*m'rrﬁ(m'r) + Z ﬂjflftg(t)
i=j t=mr
) j-1 k-1 .
=gI=mTm(m7) 4 Z pgi—1-t H wg) (82)
t=mt i=t

Combining above two, we get

t=mt

_ Z BJ 1—t H w® (t) _g(t)) (83)

t=mt

lﬁw(i)(m(j) —m") Z pi—1-t H W@ (gt — gty
i=j

Substituting (B3] back to (79), we establish

x(*) — x(*) ——'yz ZBJ“HW“ R ) (84)

j=mrt=mTt

Note we can switch the order of two summations:

— j—1 k—1 —
)SDIEDIDY ®5)
j=mTtt=mT7 t=mt j=t+41

By above identity, we can group the coefficients and finally arrive at

k—1 k—1
xB) g =y 373 g (H W ) —g") (86)

t=m7 \j=t+1

[ ]
With this simplified consensus residue form (86)), we ready to present the consensus lemma.
. . . 1-8
Lemma 6 (Consensus Lemma) Suppose the learning rate satisfies the condition v < &7~ and

Assumption A.1 - A.4 holds, the consensus residue have
T—1

T
1 87 2 K <m]?
721143 HX( <k>H 7:« 2 4 402) + ZE HX( ) _ 5! )H 87)
T+14& (1-p5)2 (o )+ (T+1)k:0

where o2 and b? are the constants defined in Assumptions for gradient noise and data heterogeneous
respectively; the spectral gap p2.... is defined as

max HVV(Z
OT 1

<1 (88)

pmax:
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Proof. Taking norm and expectation on both sides of (86)), we obtain

= -2

2
k—1

k—1 k—1
=’R Z Z g1t (H W(%’)) (g(t) _ g(t))
t=m7 \j=t+1 i=t

2
k—1

k—1 k-1
<HPE|Y | D AT <HW“>> (VF(x") = Vf(x"))

t=m7 \j=t+1

2

k—1 k—1 k—1
2R Y| D A (HW@> (8" — g — VFx") + V") (89)

t=mt \ j=t+1 i=t

:=(B)

where the inequality is due to Jensen’s inequality. First, let’s exam the second term in (89), which
contains the gradient noise only

2
k—1 k—1 k—1
(a) i—1— (i _
(B) =29* 3 E(| > 47 (H Wt >) (8 — g = VF(x") + Vf(x"))
t=mt Jj=t+1 1=t
) 242 k=1 k=1 k=1 2
Siop 2 2 PTE (H W“>> (8" — g — VF() + V(x))
t=mr j=t+1 i=t

() 92 K=l kol B=1 2 )
<- 2l g T[w|| E ng —g® _vFx®) + vf(x(o)H

- ’8 t=mr j=t+1 1=t

2
(@) 92 kTl k2l kel )
éljﬁ Z i1t Hw(l) E Hg(t)_vp(x(t))H
t=mt j=t+1 i=t
2

o) o.2 k=1 k-1 k=1
(S) 127 53‘71% H W o2

—h t=mr j=t+1 i=t 2
DATYphax o
< [ 'max 5 (90)

(1-p)?

where the step (a) is thanks to the independent properties of gradient noise; in the step (b), we
apply the Jensen’s inequality and loosen the sum of weights to 1/(1 — (); step (c) utilized the
submultiplicative property of norm; by noting that

1
g0 — vix®) = Eﬂnﬂg <g<t> _ VF(x(t))) o1

step (d) applies the inequality ||z — Z||? < ||=||?; step (e) is because of Assumption A.2; step (f)
define that

2
k—1
2 A w® _
Plaax = Mmax H W Vk > 7.t € [mr, k — 1] (92)
1=t 2
It is easy to that for any :
]2 ) . 1
HW(Z) L= Aimax ((W(z))Tw(z) _ ]ln]17TL> <1 (93)
n
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where the inequality is thanks to the property of doubly stochastic matrix. (Noting (W )T/ () is
just a symmetric doubly stochastic matrix). So using the sub-multiplicity property of matrix norm,
02 . also equals to the following definition:

(94)

—~ ]2
P2, = max HW(Z)
1€[0,7—1]

We will revisit this quantity numerically later. In most of case, this p2,,. can be omitted since it
equals to 1, but we keep it for the place-holder. Next, we can use the similar procedure for the first
term in (89). The difference is that the first step, we use Jensen’s inequality to take the summation
over t out of the norm since we can no longer use the independent assumption about the noise:

k-1 k- k—1 2
477 =i
(A) <T_pp > Z g T WO EIVE®D) - vix®))?
t=mt j=t+1 1=t 2
ATY? P2 o
S S EIVF) - VFEO) + VFEY) - V()
t=mt
+VED) = viD)?
(a)87'72pi1ax L= () (t) ONE
S X (RIVAY)  VFEY) + V1) - V6]
t=mt
HE [ VF(x1) = V1 (x)]?)
©) 8772 PR
S 1-5)? Z (EHVF(X“)) VFED) P +E|VFEY) - Vf(x t))ll)
t=mt
(QST’YQp?nax IS (L2E||X(t) —i(t)||2+b2)
(1_6)2 t=mt
8772;)2 12 k-1 ) 167’272p2
<2 I Pmax™ E X(t) _ () 2+ maxb2 (95)
<a_pr 2B "+ =5

where step (a) applied Jensen’s inequality; step (b) is similar as (9T) by applying the inequality ||z —

2; step (c) utilize the L-smoothness assumption and the data heterogeneous assumption
(Assumptlon A.1 and A.3);

Plugging (90) and (93) back to (89), we establish

2 87202 [7? k-1 A7~2 p2
E < - x| < FpPet 37 E k- xO) 4 HI 00+ art?), VhzT 06)
t=mt

Taking average over iteration k from 0 to 7', we have

1 & 2
OB [x® - x|
(T+1) =

2 9 L2 1 T k-1 4
< 877" Praax Z Z E”X(t) _ X ”2 T’y pmaX( +4,7_1)2)

B (1_ﬂ)2 T+1k Tt=mT (1_6)
LS e
+ (T—i-l)kZZOE HX X H D

One key observation is that for arbitrary term 1);, there exists a non-negative sequence {dy } which is
uniformly bounded by 27 such that

T k-1 T
Do W= ditn, Vi (98)
m k=0

k=1 t=mt
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It implies

T 2,2 2 2 T 252
Tlﬂzﬁ me _ mHQ SW%ZE”X(M — W2 1 AT P 2 42y
_ k=0

(1-p5)2 (1-p)?
o e -
(T+1)
k=0
We can conclude that
167272,02 L2 -1 477202
E H (k) (k)H ( max max 2_,_4 b2 100
T+1Z x 0= p) a—pp @ ) (190

1672y p? L2>‘1 1 & 2
N (1 N max S E Hx(k) _,—((k>H
(1-p) (T+1) =

where the step-size 7y has to be small enough. Supposing

16724202 L? 1 1-p
— 0 =y < 101
(1 - B) —2 T= 6LTpmax ( )

it guarantees that
T
1 8772 p? 2

. EH (k) k)H < ST Pmax 472 + <8 _ ()H 102
T+1 2:: x (1—pB)? (0% + 47 X (102)
Since pmax < 1, (T0I) can be further relaxed into the condition v < ;ﬁ. |

As we seen in (T02), there is an extra terms of Y _, E [|x*) — x(*) H due to the initial phase. But
it is easy to see the impact of this is small since it only contain the 1nitial 7-iterations results and
coefficient is diminished by 7. When the 7" is large enough, the extra term is almost negligible.
Moreover, we can use some warm-up strategy, such as allreduce, that forces all agents’ iterates in the

first period are the same, i.e. Z;;é E ||x(k) — x(k) H2 = (. Under this situation, we immediately
obtain the following corollary.

Corollary 3 Under the same assumptions as lemma 6|and using the all-reduce warm-up strategy at
the first T iterations, it holds

L §T E HXW _ 5<<k>Hz < 87V e (2 4 472 (103)
= — 32
T+1&= (1-0)
Proof. Replacing > ;;é E ||x(k) —x®) ||2 by 0 gives the conclusion immediately. |

Lastly, we revisit the quantity pZ .. by numerical experiment here. Looking at the (90) again, we
relax our bounds by simply taking the maximum value of all || Hf:_tl W@ ||2. But this value can be
much smaller than p2 .. We just validate them by the numerical experiment in Fig.

D.4 Proof of the convergence Theorem ]

Finally, we are ready to present the convergence theorem about the decentralized momentum SGD
over one-peer exponential graph. Substituting the conclusion of the descent lemma [4] into the
consensus lemme@, we immediately establish

- 2 2(1-5) Z(0)y _ 4% L, BLy o
THZMIWX WP < a7y ®IE) = 1)+ =5 a g
8TvEL2p2 2L2 =

(02 + 471b%) +

7y L E [ =]

(104)

(1-p)?
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Figure 12: The value of || Hf;ol W | evolves with k over different number of nodes.

where the learning rate -y requires:

[1-8 (1-p5)°
fygmm{GLT’Z(lJrﬂ)L} (105)

Simplifying and grouping the terms, we obtain

T
1

E z(F)y[12
T IV

2(1-p) . VL2 _w|*_
@D (Ef(z(o)”l—ﬂsz e == f)

vL 87Y2 L2 pZax
n(l—p) (1-p)2

o) o) o) o () om

If we set the learning rate as v = O <Vnilﬁ;ﬂ)%> , we have

l a mONEE o? n(l — B)o?r n(l — B)b2r?
T;EHW( )l _O<(1—B)nT> +o<T >+0<T )
(107)

Last, we derive the transient iteration complexity for the data-homogeneous and data-heterogeneous
scenarios, respectively.

+ (02 + 47b%)
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307+

2 _ 2
a g BT = n(l TB)U T — 7= (1 — B)3n3r? (data-homogeneous) (108)
- B)n
o2 n(l — B)b2r?

— T =(1-75)>n3r%b*/0c") (data-heterogeneous) (109)

Jo—pnt T

Absorbing the constants into 2(-) notation and replacing 7 by log,(n), we establish the transient
iteration complexity as stated in Theorem [T} |

D.5 Comparison with other commonly-used graphs
D.5.1 Comparison in per-iteration communication and transient iteration (Homogeneous)
Table [7] summarizes the per-iteration communication and transient iteration complexity of DmSGD

with commonly-used topologies. The details of each topology and its associated weight matrix W
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can be referred to Sec.[A.3] Table[7 assumes homogeneous data distributions across all nodes. If the
logarithm term can be ignored when n is large, it is observed that both static and one-peer exponential
graphs can achieve Q(l) per-iteration communication and Q(nB) transient iteration complexity, both
of which are nearly best among all compared graphs. Table[7)is an extension of Table[I|by comparing
with more topologies.

Table 7: Comparison in per-iteration communication time and transient iteration complexity between de-
centralized momentum SGD over various commonly-used topologes. The table assumes homogeneous data
distributions across all nodes.

Per-iter. Comm. Transient iter. complexity

ring Q(2) Q(n")

star graph Q(n) Q(n")
2D-Grid Q(4) Q(n® log2(n))

2D-Torus Q(4) Q(n®)

3-random graph Q) Q(n3)

bipartite random match Q1) N.A.
static exponential Q(log,(n)) Q(n?log3(n))
one-peer exponential Q1) Q(n?logs(n))

D.5.2 Comparison in per-iteration communication and transient iteration (Heterogeneous)

Table [§] summarizes the per-iteration communication and transient iteration complexity of DmSGD
with commonly-used topologies when data distributions are heterogeneous. Compared to Table[/] it
is observed that the transient iteration complexity achieved by each topology in the heterogeneous
scenario is typically worse than that in the heterogeneous scenario. Again, if the logarithm term can
be ignored when n is large, it is observed that both static and one-peer exponential graphs can achieve
(1) per-iteration communication and (n?) transient iteration complexity, both of which are nearly
best among all compared graphs.

Table 8: Comparison in per-iteration communication time and transient iteration complexity between de-
centralized momentum SGD over various commonly-used topologes. The table assumes heterogeneous data
distributions across all nodes.

Per-iter. Comm. Transient iter. complexity

ring 0(2) Q(ntl)

star graph Q(n) Q(nth)
2D-Grid Q(4) Q(n" log3(n))

2D-Torus Q(4) Q(n")

3-random graph Q%) Q(n3)

bipartite random match Q1) N.A.

static exponential Q(log,(n)) Q(n?logy(n))
one-peer exponential Q1) Q(n?logs(n))

D.5.3 Exponential graphs endow DmSGD with smaller transient iterations: numerical
validation

In Tables [7] and [8] it is observed that exponential graphs endow DmSGD with smaller transient
iterations. In this subsection, we validate it with numerical experiments.

We consider a distributed logistic regression problem with each local cost function as

M
filz) = L Z In[1 + exp(—yi mhim)’ @], (110)

m=1
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Figure 13: Convergence curves of DmSGD with various topologies. It is observed that DmSGD with
exponential graphs has less transient iterations than with other graphs.

where {h; m, yiym}%zl are local data samples at agent ¢ with h; ,,, € R being the feature vector
and y; ., € {+1,—1} being the corresponding label. Each h;, is generated from the normal
distribution N(0; 10,). To generate y; ,,,, we first generate an auxiliary random vector z} € R?
with each entry following N (0, 1). Next, we generate y; ,, from a uniform distribution ¢/(0, 1). If
Yiom < 1/[1 + exp(fhzmz;)] then y; ., is set as +1; otherwise y; ., is set as —1. We consider a
non-iid scenario in which z7 # x} Vi, j. Each 27 is normalized. We set the number of nodes as 64.

Fig.[T3]illustrates the convergence curves of DmSGD with different topologies as well as parallel
momentum SGD (PmSGD). The momentum parameter 5 = 0.8. The mean-square-error in the y-axis
indicates 2 > ]E||xz(-k) —2*||%. Wesetd = 10 and M = 14000. The step-size - is initialized as 0.2
and gets decreased by half for every 1000 iterations. We repeat all simulations 20 times and illustrate
the mean of all trials. It is observed that DmSGD with static exponential graph converges closely to
PmSGD, and it is with the shortest transient iterations. Also, DmSGD with one-peer exponential
graph is observed to have slightly longer transient iterations than with the static exponential graph.
However, both exponential graphs endow DmSGD with shorter transient iterations than grid and ring.

E More Experiments

E.1 Details of each topology and the weight matrix

The description of the tested topology and its associated weight matrix can be referred to Sec.[A3.1]

E.2 DmSGD with exponential graphs when n is not a power of 2

Under the same experimental setting as in Sec. [6.2] this subsection examines the performance of
exponential graphs when n is not a power of 2. As shown in Table[9] one-peer exponential graph
can still endow DmSGD with similar, or even better, training performance compared to its static
counterpart.

Table 9: Comparison of top-1 validation accuracy(%) when using DmSGD with arbitrary numbers of nodes.

NODES 6(6x8 GPUs) 9(9x8 GPUs) 12(12x8 GPUs) 15(15x8 GPUs)
STATIC EXP. 76.21 75.93 75.73 76.03
ONE-PEER EXP. 76.16 76.17 75.85 76.19

E.3 Performance with DSGD
In empirical studies, we conducted a few more experiments to validate how DSGD performs over

exponential graphs in deep learning. In Table[I0] we repeated the same experiment in Table 2] except
for the parameter setting 5 = 0 i.e. eliminating the influence of momentum. It is observed that:

38



* The accuracy performance of all DSGD scenarios has dropped over 7% compared to the DmSGD
scenarios. This highlights the critical role of the momentum in DSGD for real deep learning

experiments.

* DSGD over the one-peer exponential graph achieves similar accuracy as the static exponential
graph, and both topologies enable DSGD with higher accuracy than the ring topology. This is
consistent with the two conclusions listed above.

* The training time of DSGD over different topologies is similar to DmSGD listed in Table 2, and
we, therefore, omitted it in the following table.

Table 10: Comparison of top-1 validation accuracy(%) when using DSGD with different topologies.

NODES 4(4x8 GPUs) 8(8x8 GPUs) 16(16x8 GPUS)
RING 68.85 68.62 68.78
STATIC EXP. 69.08 68.81 68.79
ONE-PEER EXP. 69.01 68.94 68.85

E.4 Example code for implementation

For the implementation of decentralized methods, we utilize BlueFog, which is an open-source
high-performance decentralized deep training framework, to facilitate the topology organization,
weight matrix generation, and efficient partial averaging.

| def neighbor_allreduce(tensor: torch.Tensor,

2 self_weight: float,

3 src_weights: Dict[int, float],

4 dst_weights: Dict[int, float]) -> torch.Tensor:

Listing 1: Neighbor allreduce functionality for communication.

One major functionality for decentralized communication is neighbor_allreduce, as listed in Listing
[1] implementing the following equation.

e = e+ 3T wyal, (111)
JEN\i
The argument self_weight stands for w;;, and w;; for communication with the other node j is achieved
by either using src_weights in pull-mode or using dst_weights in push-mode.

Listing [2| gives two utility functions for one-peer exponential graphs generation. For each node, each
call of function GetOnePeerExpGraphGenerator provides the one-peer nodes connection information
for communication. Passing this connection information to neighbor_allreduce is achieved through
updating the member variables of decentralized optimizer in UpdateOnePeerExpGraph.

# One-peer exponential graph generation

def GetOnePeerExpGraphGenerator(size, self_rank):
tau = math.ceil(math.log2(size)) # Periodic cycle
index = 0
while True:

6 send_rank = (self_rank + 2*xindex) % size

7 recv_rank = (self_rank - 2*xindex) % size

8 yield send_rank, recv_rank

9 index += 1

10 index = index % tau

N B W N —

12 # Graph update in each iteration

13 one_peer_exp_graph_gen = GetOnePeerExpGraphGenerator (bf.size(), bf.rank())
14 def UpdateOnePeerExpGraph(optimizer):

15 dst_rank, src_rank = next(one_peer_exp_graph_gen)

16 optimizer.dst_weights = {dst_rank: 1.0}

17 optimizer.src_weights = {src_rank: 0.5} # Corresponds to W matrix

18 optimizer.self_weight 0.5 # Corresponds to the diagonal of W matrix
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Listing 2: Utility functions for the generation of one-peer exponential graphs.

With that, Listing [3| shows a simplified code for model training. The overall code structure is similar
as the traditional model training script, with few modifications for decentralized environment. On
line 5, a decentralized optimizer wraps the original SGD optimizer. Under the hood, it registers the
neighbor_allreduce communication function through the hook mechanism. On line 11, the one-peer
exponential graphs get updated in each iteration. After the model forward propagation is computed
locally, the backward propagation is performed on line 19. Meanwhile, it also triggers communication
using neighbor_allreduce. In order to boost the training efficiency, the time of computation and
communication are overlapped as much as possible through the multi-threading. Finally, line 21
updates the model until the communication finishes.

I import bluefog.torch as bf

# Model and data preparation

3 # Generate decentralized optimizer

4 optimizer = optim.SGD(model.parameters(), lr=1r, momentum=momentum)
5 optimizer = DmSGDOptimizer (optimizer, model=model)

S}

7 for epoch in range(num_epochs):

8 # Training the model

9 for data, target in train_loader:

10 # Graph update in each iteration

11 UpdateOnePeerExpGraph (optimizer)

12 data, target = data.cuda(), target.cuda()
13 optimizer.zero_grad()

14 # Local forward propagation

15 output = model(data)

16 loss = F.cross_entropy(output, target_batch)

17 # Local backward propagation

18 # Meanwhile triggering neighbor_allreduce communication
19 loss.backward()

20 # Model update and wait until the communication finishes
21 optimizer.step()

22 # Validation

23

Listing 3: Example of how to train a model using a DmSGD optimizer under a one-peer exponential graph.
The communication graph is updated in each iteration.
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