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Abstract

A key challenge in Meta-Reinforcement Learn-
ing (meta-RL) is the task distribution shift, since
the generalization ability of most current meta-
RL methods is limited to tasks sampled from the
training distribution. In this paper, we propose
Posterior Sampling Bayesian Lifelong In-Context
Reinforcement Learning (PSBL), which is robust
to task distribution shift. PSBL meta-trains a vari-
ant of transformer to directly perform amortized
inference about the Predictive Posterior Distribu-
tion (PPD) of the optimal policy. Once trained, the
network can infer the PPD online with frozen pa-
rameters. The agent then samples actions from the
approximate PPD to perform online exploration,
which progressively reduces uncertainty and en-
hances performance in the interaction with the en-
vironment. This property is known as in-context
learning. Experimental results demonstrate that
PSBL significantly outperforms standard Meta
RL methods both in tasks with sparse rewards and
dense rewards when the test task distribution is
strictly shifted from the training distribution.

1. Introduction

Overfitting and lack of generalization are considered as
the two of the main challenges for Deep Reinforcement
Learning (RL), which hinder the wide range of application
in the Real world (Rajeswaran et al., 2017; Zhang et al.,
2018; Cobbe et al., 2019; Fakoor et al., 2019; Song et al.,
2019; Mendonca et al., 2020). Recently, a growing number
of Meta-Reinforcement Learning (meta-RL) methods have
been proposed to tackle these issues by meta-learning poli-
cies that quickly adapt to unseen but similar tasks. Given a
task distribution, these meta-RL agents are trained to max-
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imize expected returns across any task sampled from the
task distribution. However, most meta-RL methods evaluate
their performance on tasks drawn from the same distribu-
tion, leaving the generalization capability, particularly with
frozen parameters, in Out-of-Distribution (OOD) tasks less
studied. This aspect is crucial for real-world applications,
as obtaining a comprehensive prior of all possible situations
an RL agent might encounter is challenging (Beck et al.,
2023).

A popular approach in meta-RL is to meta-learn a good ini-
tialization of the network across tasks, requiring only a few
policy gradient steps for adaptation in test tasks (Finn et al.,
2017; Stadie et al., 2018; Zintgraf et al., 2019a). However,
when a task distribution shift occurs, these methods struggle
to provide a robust initialization for OOD tasks. Meanwhile,
the meta-RL algorithm degrades into a conventional RL al-
gorithm, forcing the agent to start almost from scratch and
rely on policy gradients to tackle unseen tasks (Beck et al.,
2023). This process can necessitate millions of interactions
at test time, which is costly in real-world applications.

Another promising meta-RL approach involves meta-
training a memory-augmented network to infer the task
distribution and a policy network conditioned on this distri-
bution to maximize expected returns (Humplik et al., 2019;
Zintgraf et al., 2019b; Liu et al., 2021). Once trained, the
memory-augmented network can function as if perform-
ing online inference, achieving high data efficiency when
adapting new tasks sampled from the training distribution.
However, these methods often struggle to generalize to OOD
tasks. This is because the policy network, typically a sim-
ple feedforward network, lacks the capability to perform
approximate inference online, making it difficult to map
unseen task distributions to optimal actions.

To tackle these generalization challenges, we propose train-
ing a transformer-based network to directly perform amor-
tized inference about the Predictive Posterior Distribution
(PPD) of the optimal policy. This can be accomplished
within an end-to-end posterior sampling framework in Re-
inforcement Learning. Once trained, the network can infer
the PPD online with frozen parameters. The agent then sam-
ples actions from the approximate PPD to perform online
exploration, thereby progressively reducing uncertainty and
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improving its performance in the interaction with the envi-
ronment. This process give rise to an inherent characteristic
within the network, namely Lifelong In-context Learning,
an extended version of In-context Learning (Von Oswald
et al., 2023). Lifelong In-context Learning is defined as the
capability of a pretrained network with frozen parameters
to continuously improve its policy in context over an ex-
tended horizon until convergence. Consequently, through
performing lifelong in-context learning at meta-test time,
the pretrained network can quickly adapt to OOD tasks.

The primary contribution in this work is proposing a meta-
RL method called Posterior Sampling Bayesian Lifelong
in-context Reinforcement Learning (PSBL). The proposed
method is robust to task distribution shift by performing life-
long in-context learning. PSBL is evaluated on the discrete
navigation tasks and continuous control tasks, where the
test task distribution is strictly different from the training
distribution. The experimental results demonstrate that the
trained network in PSBL can perform Lifelong in-context
Learning across episodes in tasks with sparse rewards and
within episodes in tasks with dense rewards. Therefore,
through performing Lifelong in-context Learning, PSBL
significantly outperforms standard meta RL methods espe-
cially in OOD tasks. The open-source implementation can
be found at https://github.com/xu-ye/PSBL-MetaRL.

2. Related Work

Meta-Reinforcement Learning Meta-Reinforcement
Learning (Meta-RL) primarily focuses on few-shot
adaptation to new tasks by leveraging knowledge learned
during meta-training Recent approaches mainly include
Policy Gradient (PPG) methods, Black-Box methods, and
Task Inference methods. PPG methods typically meta-learn
a good initialization of the network, requiring only a few
policy gradient steps for adaptation to test tasks (Finn et al.,
2017; Stadie et al., 2018; Zintgraf et al., 2019a). However,
when a task distribution shift occurs, these methods struggle
to provide a robust initialization for OOD tasks. Meanwhile,
these meta-RL algorithms degrades into a conventional RL
algorithm, forcing the agent to start almost from scratch and
rely on policy gradients to tackle unseen tasks (Beck et al.,
2023). This process can necessitate millions of interactions
at test time, which is costly in real-world applications.

In contrast to PPG methods, black-box methods utilize re-
current neural networks to learn history-dependent policies
for fast adaptation to new tasks (Duan et al., 2016; Wang
et al., 2016; Fakoor et al., 2019). Recently, many black-
box methods have shifted from recurrent networks to other
memory-augmented networks, such as those incorporating
attention mechanisms (Mishra et al., 2017) and transformers
(Melo, 2022). If the Supervised Learning (SL) loss, the
Posterior Sampling setting and the dynamic window are

removed from PSBL, PSBL method reduces to this setting.
The main difference is that by minimizing the SL loss and
actor loss, the network trained in PSBL can perform approx-
imate Bayesian Inference online. Then our agent can sample
from the approximate distribution to do online exploration,
progressively improving its performance.

Task Inference methods can be considered as a subset of
black box methods (Humplik et al., 2019; Zintgraf et al.,
2019b; 2021). Utilizing networks with memory, Task In-
ference methods meta-train a memory-augmented network
to infer the task distribution and a policy network condi-
tioned on the task distribution to maximize the expected
returns. The The networks in Task Inference method can be
trained with privileged information (Humplik et al., 2019),
with contrastive learning loss (Fu et al., 2021), or with self-
supervised learning loss (Zhang et al., 2021). Once trained,
the network with memory can perform approximate infer-
ence about the task distribution online. Similarly, the net-
work trained in PSBL also performs approximate inference
online. However, instead of inferring the task distribution,
the proposed method PSBL directly infers the distribution
of the Bayes-optimal policy, demonstrating superior gener-
alization in OOD tasks.

Memory-based Meta learning Prior studies have demon-
strated practically that a parametric memory-based network
can be trained to behave as if performing Bayesian inference
(Ritchie et al., 2016; Genewein et al., 2023). Recent studies
(Ortega et al., 2019; Mikulik et al., 2020) have theoretically
proven that Memory-based Meta learning methods can meta-
train a fixed-parametric memory-based network to perform
amortized Bayesian inference online by minimizing sequen-
tial prediction errors over a task distribution. Leveraging
this property, we construct an in-context learner capable of
performing amortized Bayesian inference by minimizing
prediction errors.

In-Context Learning In-context Learning is an approach
where pre-trained models improve their policies by utilizing
the context provided during inference, without the need for
gradient updates. An increasing number of works focus
on studying this phenomenon and try to provide theoreti-
cal explanations (Akyiirek et al., 2022; Von Oswald et al.,
2023). In-context Learning has initially emerged from large
language models and now is being extended to decision-
making (Laskin et al., 2022) and other domains. Recently,
Grigsby (2023) has proposed AMAGO, an in-context learn-
ing method designed to address meta-RL tasks and long-
horizon RL tasks. However, the experimental results in
Section 5 demonstrate that PSBL outperforms AMAGO
both in asymptotic performance and training data efficiency.

Posterior Sampling in Reinforcement Learning Posterior
Sampling in Reinforcement Learning refers to a set of meth-
ods (Osband et al., 2013; Rakelly et al., 2019) where the
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agent samples a MDP from its posterior distribution and
taking optimal actions based on the sampled MDP. As the
agent observes new data, this distribution of MDPs is up-
dated, allowing it to make decisions that balance exploration
and exploitation based on the uncertainty in its knowledge.
These methods (Osband et al., 2013; Rakelly et al., 2019)
have demonstrated high data efficiency with performance
comparable to state-of-the-art RL methods. However, be-
cause exploration is guided by a single sampled MDP rather
than the full distribution, these traditional Posterior Sam-
pling methods can lead to suboptimal exploration (Beck
et al., 2023). Therefore, instead of sampling an MDP from
its distribution, PSBL directly sample a near-optimal action
from the posterior distribution of the optimal policy.

3. BACKGROUND

A standard Markov decision process can be defined by a
tuple M = (O, A, R, T,~, H). Ois a set of observations,
A stands for a set of actions. R represents a reward func-
tion and 7 is the transition function. < is the discount
factor and H represents the horizon. The objective of the
agent is to maximize the discounted accumulated return
defined by G = > A'R(st,a;). In this work, a meta-
reinforcement learning setting is considered for training
a lifelong in-context learner that is robust to distributional
shift.

3.1. Training Setup

In the standard meta-reinforcement learning setting, there is
a distribution P(M) over MDPs representing various tasks
that differ in rewards and transition functions but share a
similar structure. The training horizon extends to H™, en-
compassing IV episodes HT = N H. At meta-training time,
batches of MDPs are repeatedly sampled from the distri-
bution M ~ P(M), and the agent is trained to maximize
the accumulated returns across these tasks. At meta-test
time, the meta-RL agent is evaluated on its ability to adapt
quickly to new tasks sampled from the same distribution
P (M) used during training.

The standard meta-reinforcement learning setting is modi-
fied in this work to promote training a lifelong in-context
learner that is robust to distributional shift. The evaluation
horizon at meta-test time is extended from H* to L , a
significantly longer period than the training horizon. This
extended horizon allows the agent to continuously improve
its performance through interaction with the environment
until convergence. Moreover, the tasks at meta-test time are
set to be drawn from a distribution strictly different from the
training distribution, enabling the evaluation of robustness
to distributional shifts.

To train a lifelong in-context learner that is robust to dis-

tributional shift, we propose training a transformer-based
network to directly perform amortized Bayesian inference
online within an Posterior Sampling framework for Meta-
Reinforcement Learning.

3.2. Posterior Sampling for Meta-Reinforcement
Learning

In the formulation of Posterior Sampling for Meta-
Reinforcement Learning, it is assumed that each MDP
M 1is attached with an optimal policy. Thus, we can de-
fine the world model of each task by a transition model
P(044110,7t), a reward model P(r;|0,7;) and an optimal
policy P(a;+1|0,7¢), where the 6 is the parameters of the
world model and 7 = {og, ag, 79, 01,01,71,...,0:, Gt} is
the interaction sequences from time step 0 to time step t.
The distribution over interaction sequences under the opti-
mal policy of MDP M is defined as follows:

T
P(rp|0) = [ [ P(ri=110, 7e—1)P (0410, Te—1) P(as]0, 7).

t
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When the MDP is unknown, the distribution over interaction
sequences can inferred as follows,

l%ﬂ=/ﬂw@ﬂﬂ @

Posterior Sampling can be characterized as directly sam-
pling predicted optimal action, observation and reward from
the Posterior Predictive Distribution of these variables in
the world model,

aty1 ~ Plagra|m) = /P(at+1|977t)P(9|Tt)v (3)

0r11 ~ P(ogy1l|m) = /P(Ot-‘rl‘aaTt)P(mTt)a 4)

n~mmm=/fmmnwmm. )

The objective of Posterior Sampling is to minimize the cross
entropy between the PPD and its approximation,

J(@5) = Er,pr) [H(P(C [ 72),q6(- | 7)) (6)

where ¢ is the memory-augmented network to be trained in
Posterior Sampling with parameters ¢. By minimizing the
prediction error, the network can directly perform amortized
inference about the PPD of the optimal policy, as theoreti-
cally proven in (Ortega et al., 2019; Mikulik et al., 2020).
Furthermore, the PPD of the optimal policy captures both
the predictive optimal actions and their associated uncertain-
ties. By repeatedly sampling actions from the approximate
PPD, the agent can efficiently explore online and adapt to
new tasks with high data efficiency.
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Posterior Sampling is powerful for training a network to per-
form amortized inference of the PPD about the optimal pol-
icy. However, applying the Posterior Sampling framework
in meta-reinforcement learning, particularly for training a
lifelong in-context learner, can be nearly intractable. The
main challenges are as follows:

* The true optimal policy for each MDP is unknown,
» Computation of the PPD is often intractable, and

» Even with an accurate PPD, Posterior Sampling meth-
ods can only train agent in a fixed horizon whereas
lifelong in-context learning requires an almost infinite
evaluation horizon.

4. Posterior Sampling Bayesian Lifelong
In-context Reinforcement Learning

In this section, a new meta-reinforcement learning method
called Posterior Sampling Bayesian Lifelong In-context Re-
inforcement Learning (PSBL) is proposed to address the
aforementioned challenges. This section starts by explain-
ing how to approximate the PPD using a memory-based
network. This section then details a method to obtain a
Bayes-optimal policy for supervisory signals and presents
an approach to enable lifelong in-context learning over an
extended evaluation horizon. Finally, this section describes
an specially designed Transformer-based network and inte-
grates all these components to summarize the new approach
PSBL.

4.1. End to End PPD Approximation With LILTrans

Computing the Predictive Posterior Distribution in closed
form is almost intractable for most cases, since the true
model of the current MDP is unknown and marginalising
over MDPs is computationally infeasible. Consequently,
the PPD can only be approximated for most cases. Classic
Posterior Sampling methods, such as PSRL (Osband et al.,
2013), PSDRL (Sasso et al., 2023), PEARL (Rakelly et al.,
2019), typically approximate the posterior distribution of
MDPs P(0|r;) first, then sample one MDP 6; from the
posterior distribution,
PO)P (7 | 0)

O~ PO = 1567 oyar 7

Based on the sampled MDP, these methods compute and
follow its optimal policy in the following episode,

aty1 ~ Plagyr | 01, 7). )

As shown in (7)(8), the policy used for exploration heavily
relies on the sampled MDP rather than the full distribution
of MDPs. This process can result in sub-optimal exploration.

A more desirable approach is to directly sample action from
the approximated PPD of the optimal policy rather than first
sampling a MDP from the approximate PPD of MDPs and
then sampling actions from a policy based on the sampled
MDP. The desirable approach is as follows,

at+1 ~ P(at+1|Tt) = /P(at+1|9aTt)P(9|Tt)' ©)

Considering a prior work (Muller et al., 2021) has proved
that Transformers can perform Bayesian Inference, a vari-
ant of the transformer network, named Lifelong In-context
Learning Transformer (LILTrans), is used in this work to
directly approximate the PPD of the optimal policy. The
LILTrans, parameterized by g4, functions as follows,

Tty Ott1, Qp1 = Gg(Tt). (10)

To train the network in terms of cross entropy, we proposed
a Supervised Learning (SL) loss for the predicted rewards
and observations, whose true values are accessible in the
next time step. The SL loss is defined as follows,

ls =B, p(ry[—1og gy (0t 41, 7e| )], (11)

Assuming an optimal policy exists for each MDP, the opti-
mal policy loss is defined as follows,

l, =E,, [DKL (q45(at+1 | 7)

Plags | Tt))} .12

It is proved in Appendix A that minimizing the SL loss £
and the optimal policy loss ¢, can lead to an approximation
of the PPD in terms of cross-entropy.

4.1.

4.2. Meta Learning an Bayes-Optimal Policy

The optimal policy loss (18) requires expert-provided opti-
mal actions as supervisory signals. However, expert policies
are not available for most cases except for toy tasks. Thus,
a meta reinforcement learning method is used in this work
to obtain a Bayes-Optimal Policy.

The Bay-Optimal policy can be characterized as maximizing
the expected accumulated returns. The training objective is
as follows,

H+
TN =Err | Y V' R(m,0001,0001) | . (13)
t=0

Since the optimal policy in unknown, during training we
only have access to interaction sequences generated by a
current policy 7. Therefore, the distribution over interaction
sequences under the current policy is as follows,
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Algorithm 1 PSBL Meta-Training

Algorithm 2 PSBL Meta-Testing

Require: Batch of training MDPs sampled from P (M),
dynamic window capacity b
Initialize replay buffer D
while not done do
for each sampled MDP M do
Initialize interaction sequences T
fork=1,..., Ndo
fori=1,..., Hdo
Attime stept = kH + [
Sample a;11 ~ gg(ar+1 | 7)
Gather data 0,1, r¢ from the MDP
Update 7 with {ry,t + 1,dyy1,0t41,Gr41, }
end for
Update the replay buffer D with 7
if £ > bthen
Discard the earliest k£ — b episode from 7
end if
end for
end for
for step in training steps do
for batches of 7 sampled from D do
Compute the PPD from ¢, (0,7 | 7)
Ls <+ Lo+ Ls(qgp(o,r | T),T)
Sample a ~ g4(a | T)
Lo+ Lo+ L(a,T)
Lo+ Lo+ (a,T)
end for
P —aVy (AsLs+ NaLg+ AcLe)
end for
end while

T

P (r) :/GP(Q) T[] P |67 1)P(or | 6,7 1)
t
m(ae | e—1).
(14)
Furthermore, we define a state-action function Q™ (a¢41, 7¢)
for the policy 7 as the expected accumulated discounted
rewards given a past interaction sequence. The state-action
function is defined as

Q" (ar41,7) =E" [Z AFTOR(7, agg1, 0p41)
k=t

Tt,at+1}7

15)
where E™ := E_, . p~(r,) denotes an expectation w.r.t. the
distribution P™(7;). Thus, an optimal policy is one that
maximizes this function at any time step for any MDP.

The state-action function can be approximated by a Q net-
work parameterized by ¢. We define an instantaneous loss

Require: test MDPs M sampled from P (M) or out of
the P(M), network gy, evaluation horizon L
Initialize interaction sequences T
fork=1,...,Ldo
for/=1,..., Hdo
Attime stept = kH +1
Sample ay11 ~ gy(at41 | T)
Roll out action a1 and collect data 0,41, ¢
Update 7 with {Tt7 t+ ]., dt+1, Ot41,0¢41, }
end for
if £ > bthen
Discard the earliest k£ — b episode from 7
end if
end for

function /. based on the TD error as follows,

2
le=E"|Q (ar+1,7) — (re+1 + )‘Qﬂ(at+2a7t+1))} ;
(16)
where a;yo ~ (a2 | Te+1) samples from the current
policy , @ is the target Q network.

To regress the policy network to the true optimal policy,
we use simulated annealing (Ortega et al., 2019). It can
gradually converge to the optimal policy. The Bayes-optimal
policy can be computed as

exp (iQ(at-i-l,Tt))
2Z(7t) '

where Z(1;) = Za£+1 exp (£Q(ab4q | 7).

According to (11) (17), we can get the final optimal policy
loss /, as follows,

Plagyr | 1) = m(ager | 1) =

a7

eXp (éQ(aH—la Tt))
Z(m) .

by =K, [DKL <Q¢(at+1 |7't)H
(18)
Therefore, the overall training objective is to maximize,

L= Als+ Nalo + AL, 19)

where the A;, Ay, A\. are the weighted coefficients of SL
loss ¢, optimal policy loss £, critic loss £., individually.

4.3. Meta-train an Lifelong In-context Learner

With the overall training objective (19), PSBL meta-trains
the LILTrans network to perform in-context learning within
a fixed horizon H+ when adapting to an unseen task. How-
ever, if the test task distribution differs significantly from the
training distribution, the fixed horizon H ™ may be insuffi-
cient for the agent to continuously improve its performance
until convergence. Therefore, a dynamic window and time
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Figure 1. (a) Meta-Testing Procedure: The LILTrans uses the interaction sequences 7 to infer the posterior distribution of the Bayes-
optimal policy, reward and next observation. Then the action is directly sampled from the approximate PPD of the Bayes-optimal policy.
After executing the action, the data, including the next observation and reward, is collected to form the next interaction sequences 7.
The dynamic window rolls forward, prompting LILTrans to carry out the next round of amortized Bayesian inference. This process
allows the agent to progressively reduce uncertainty about the optimal action and improve its performance. In essence, LILTrans is
performing lifelong in-context learning during the meta-test phase. (b) LILTrans Network Architecture: Once trained, LILTrans is
robust to distributional shift by performing lifelong in-context learning.

embedding are specially designed in this work to enable an
almost infinite evaluation horizon.

The Dynamic Window includes only the most recent b
episodes, allowing the transformer-based network to pro-
cess interaction sequences within this window. Thus, a
transformer-based network trained on a fixed horizon can
be applied to lifelong interactions by continuously rolling
the dynamic window forward.

However, a dynamic window alone is insufficient for train-
ing a lifelong in-context learner. When the MDP is unknown,
the agent’s behavior should vary across different episodes.
For instance, the agent might focus on exploration during
the first b episodes and shift to exploitation in subsequent
episodes. To distinguish these interaction sequences, we
add time embedding to the interaction sequences 7. The
updated interaction sequence is defined as follows:

Tto:tl = {ﬁOa dto7 Oto; ato ) rto» LI ;tla dt1 ) Otl ) atl} (20)

where ty = % represents the relative time step, and d;
denotes whether the episode is reset at time step.

At meta-training time, the dynamic window rolls forward
N — b times, enabling the agent to learn to balance explo-
ration and exploitation across different episodes. Conse-
quently, the training objective for the Bayes-optimal policy
is redefined as follows:

N

T (m)

H
Erx D> AR (tigt, 0141, a011) |, (21)
k=0 1=0

where k is the episode index and [ indicates the time index
within an episode. ¢ = kH + [ denotes the current time step,
to = maz[(k — b+ 1)H, 0] represents the start time step of
the dynamic window.

Therefore, we summarize our training procedure in Algo-
rithm 1 and describe Meta-testing procedure in Figure 2 and
Algorithm 2.

4.4. Adapting Transformers for Lifelong In-context
Learning

In this work, a variant of transformer network is specifi-
cally proposed for tackling the Lifelong In-Context Learning
problem, called LILTrans. Essentially, LILTrans functions
as a state machine, making it well-suited for online learning.

The LILTrans, visualized in Figure 2a, is based on Trans-
former encoders with a time Embedding network and two
feedforward networks. To prevent performance collapse dur-
ing training, we adopt several existing techniques to modify
the original structure from (Vaswani et al., 2017). Details
can be found in Appendix B.1.

At time step ¢, the time Embedding network f; first em-
beds the interaction sequences 7. The transformer Encoders
then process the embedding and output two latent variables
215 %25

21, 22 = Encoders(f:(1)). (22)

The latent variables Z = [z, 22| provide a compact repre-
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Figure 2. Average test performance in both ID and strictly OOD tasks in 64 parallel environments (using 3 seeds). PSBL enables the
trained network to perform lifelong in-context learning across episodes with sparse rewards. Furthermore, PSBL significantly outperforms

other methods in OOD tasks.

sentation of the interaction sequences 7, which are utilized
in the state-action network Q™ (as+1, Z).

Finally, the two latent variables are individually fed into two
feedforward networks, f; and f5. These networks return the
approximate PPD of the optimal policy, rewards, and next
observations. Therefore, the proposed LILTrans network
can compute two functions g4 and hg with the paramaters
¢ as follows,

at—i—l = h¢(at, (Otﬂ”t—l), Tt—l)

-~ (23)
(0t+1,7“t) = g¢(at, (Otvrt—l)aTt—l

that map the input current action, previous state-reward pair
and previous interaction sequence (aq, (o¢,71—1), T¢—1) to
the next action a;1 and the next state-reward pair (0yy1, 7¢),
respectively. Here, h is the output function and g is the
state transition function. Therefore, equation (23) defines
a state machine that is well-suited for online learning or
in-context learning.

5. Experiments

In this section, various experiments, including discrete nav-
igation tasks with sparse rewards and continuous control

tasks with dense rewards, are conducted to evaluated the per-
formance of PSBL. The experimental results demonstrate
that the trained network in PSBL can perform Lifelong
in-context Learning across episodes in tasks with sparse re-
wards and within episodes in tasks with dense rewards. Fur-
thermore, PSBL significantly outperforms standard meta RL
methods especially in OOD tasks. Finally, several ablation
studies are conducted to to better understand the proposed
method PSBL.

5.1. Discrete Navigation Meta-RL Tasks

We consider environments that requires task inference and
online exploration. The first is Gridworld, a discrete naviga-
tion environment where the agent needs to infer the optimal
route to an unknown goal position. The agent receives a
reward of 41 upon reaching the goal and —1 otherwise. The
second is Dark-Key-to-Door, a more complex navigation
environment where the agent needs to find a key first and
then use the key to open the door. The start, key and door
position are unknown to the agent. The agent receives a
reward of +1 both in finding the key and opening the door.

To evaluate the performance of PSBL in environments with
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Figure 3. Average test performance in both ID and strictly OOD tasks in 64 parallel environments (using 3 seeds). PSBL enables the
trained network to perform lifelong in-context learning within one or two episodes with dense rewards. Furthermore, PSBL significantly

outperforms other methods in OOD tasks.

sparse rewards, we compare PSBL with state-of-the-art in-
context RL methods and context-based Meta RL methods,
including AMAGO (Grigsby et al., 2023), VariBAD (Zint-
graf et al., 2019b), RL? (Duan et al., 2016). Detailed intro-
ductions of these methods are provided in Appendix B.2.

All of these methods are trained from scratch in the default
environment setting. The detailed environmental setting are
in Appendix B.3. Hyperparameters of PSBL during training
are provided in Appendix B.4. The learning curves of all
these algorithms, shown in the Appendix B.5, show that
PSBL is much sample efficient than baselines. Once trained,
we evaluate the trained networks both in in-distribution (ID)
and out-of-distribution (OOD) tasks. Specifically speaking,
in gridworld environments, we evaluate the networks trained
on 5x5 grid worlds by navigating 5x5, 6x6, 7x7 and 8x8 grid
worlds with randomly sampled goal positions. In Dark-Key-
to-Door environments, we evaluate networks trained on 9x9
rooms worlds by navigating 9x9, 10x10, 11x11 and 12x12
rooms with randomly sampled start, key and door positions.
For fair comparison, each method is evaluated in 64 parallel
randomly sampled environments using 3 seeds, and the
averaged returns are used to compare their test performance.

Figure 2 shows the evaluation results of PSBL and the base-

line methods. It can be seen that at meta-test time, the
trained network in PSBL progressively improve its perfor-
mance until convergence both in ID and OOD test tasks
through interactions with the environments. Furthermore,
when the evaluation time step exceeds the learning horizon,
PSBL continues to demonstrate improvement until conver-
gence, whereas the performance of other baseline methods
declines. These phenomenon indicates the emergence of
Lifelong In-context Learning across episodes within the
trained network in PSBL.

Through performing lifelong in-context learning, PSBL sig-
nificantly outperform other methods in OOD tasks. Al-
though the VariBAD method adapts more quickly to ID
tasks than PSBL, its test performance declines dramatically
when the task distribution shifts. This is because VariBAD’s
base policy network, being a simple feedforward network
without online inference capability, struggles to map the
unseen task distribution to a near-optimal policy.

Overall, the experimental results confirm that the PSBL-
trained network can perform lifelong in-context learning
across episodes in tasks with sparse rewards, significantly
outperforming other methods in OOD tasks.
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5.2. Mujoco Continuous Control Meta-RL Tasks

We demonstrate that PSBL can scale to continuous con-
trol tasks with dense rewards by evaluating it in Mujoco
environments, which are commonly used as benchmarks
(Zintgraf et al., 2019b; Rakelly et al., 2019). These locomo-
tion tasks require online inference and fast adaptation across
the reward functions (randomly generated target velocity
for HalfCheetah-Vel) and the transition functions (randomly
sampled environment properties for Walker-2D-Param).

To evaluate the performance of PSBL in continuous tasks
with dense rewards, we compare the PSBL to four meth-
ods, including AMAGO, VariBAD, RLQ, PEARL (Rakelly
et al., 2019). Detailed introductions of these methods are
provided in Appendix B.2. All methods are trained from
scratch in the default environment settings, detailed in Ap-
pendix B.3. Learning curves for all algorithms, shown in
Appendix B.5, indicate that PSBL achieves comparable data
efficiency to PEARL and is more sample-efficient than the
other baselines.

Once trained, we evaluate the trained networks both in ID
tasks and OOD tasks. Specifically speaking, in the bench-
mark of Half-Cheetah-Vel, we evaluate the networks trained
at velocity of 0 ~ 3m/s by following the new target veloci-
ties sampled from 0 ~ 3,3 ~ 3.5,3.5 ~ 4 and 4 ~ 4.5 m/s
. In the benchmark of Walker-2D-Param, we evaluate the
networks trained in environments with parameters random
scale at 3 by controlling the walker to walk forward with
parameters random at 3, 4, 5 and 6. For fair comparison,
these methods are evaluated in 64 parallel randomly sam-
pled environments using 3 seeds, and the averaged returns
are used to compare their test performance.

Figure 4 presents the experimental results in continuous con-
trol tasks. We can observe that PSBL adapts to OOD tasks
almost within the first or second episodes, achieving signifi-
cantly higher average returns than other methods especially
in OOD tasks. That is because PSBL quickly reduces the un-
certainty of near-optimal policy in tasks with dense rewards,
allowing the uncertainty to converge to a rough point mass
within one or two episodes. Consequently, PSBL enables
lifelong in-context learning within episodes for these tasks.
Moreover, PSBL significantly outperforms other methods in
OOD tasks, and its superiority becomes more pronounced
as the distance between test and training task distributions
increases.

5.3. Ablations

In this section, we ablate our approach to better understand
its key features. Several ablation experiments are conducted
to evaluate the importance of the dynamic window and
its hyperparameters. In the grid-world tasks, the dynamic
window in PSBL is set to contain 10 episodes (Memory

OOD: Gridworld 6x6

algo

—— PSBL_M10_H20

9 PSBL_M20_H20
-------- PSBL_M6_H12

Average Returns

0 5 10 15 20 25 30
Episode

Figure 4. Ablation Experiment Results: We compare PSBL to two
variants with different horizon and memory lengths.

Length) while the training horizon contains 20 episodes
(Horizon Length). We consider two other configurations for
the dynamic window:

¢ PSBL method with a horizon length of 20 and a mem-
ory length of 20.

e PSBL method with a horizon length of 12 and a mem-
ory length of 6.

The test performance of these variants is evaluated in the
OOD task Grid-World 6x6. The results, shown in Figure
4, demonstrate that PSBL with a horizon length of 20 and
a memory length of 10 outperforms PSBL with a horizon
length of 20 and a memory length of 20, as the dynamic
window in the latter does not progress forward. Further-
more, the results show that PSBL with a horizon length of
20 and a memory length of 10 outperforms PSBL with a
horizon length of 12 and a memory length of 6. Hence, a
longer memory length and horizon length prove beneficial
for retaining the past interaction sequence and improving
policy in the context

6. Conclusion

In this work, we propose PSBL, a new Meta-RL method
robust to distribution shifts through lifelong in-context learn-
ing. PSBL is evaluated on discrete navigation tasks and
continuous control tasks, where test task distributions dif-
fer significantly from training distributions. Experimental
results demonstrate that PSBL enables lifelong in-context
learning across episodes for tasks with sparse rewards and
within episodes for tasks with dense rewards. Consequently,
through performing Lifelong in-context Learning, PSBL
significantly outperforms standard Meta-RL methods, espe-
cially in OOD tasks.
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A. End to End PPD Approximation Guarantee
A.1. Supervised Learning Loss

Insight 1. The proposed SL loss ¢ is equal to the expectation of the cross-entropy between the PPD and its approximation
gp: bs =Ex1, [H(P(-| 1), q*6(- | )]

Proof.

L = —/ p(0t41,7¢,7t)10g g (0141, 7¢ | T) = —/ p(Tt)/ p(os11,7¢ | 7¢) log qp(0s41,7¢ | Tt)
Ot+41,7T¢,Tt Tt Ot+1,T¢t (24)

:/ p(r)H (p(- [ 1), 46 (- [ 7)) = Ex 7 ~ p(7) [H(p(- | 7t), ¢ % &(- | 72))]

A.2. Actor Loss

Insight 2. The proposed actor loss ¢, is equal to the expectation of the cross-entropy between the PPD and its approximation,
up to an additive constant: ¢: £, = Ex 7 [H (P(- | 7¢),q* (- | 7))+ C

Proof.

E*Tt |:D * KL (q¢(at+1 | Tt)

Plat+1 |Tt)>}

gs(apy | Tt)]
= _—ExT xar4+1P(a 7¢)log —/———=
t [/ t+1 ( t+1 \ t) g P(at+1 |Tt)

(25)
=-FExr, [/ xapr1 Pag1 | ) log gs(ary1 | Tt)] +E*xm {/ xap1 P(agy1 | ) log Plagyy | 7¢)
=Ex«n [H(P(|7),q*06(- | 7)) —Ex7 [H (P(- [ 72))]
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B. Implementation Details
B.1. LILTrans Network Architecture

To prevent performance collapse during training, particularly during long-horizon meta training, we incorporate three
existing methods: extra LayerNorms from Normformer (Shleifer et al., 2021), a— Reparam from (Zhai et al., 2023), and the
use of Leaky ReLU from AMAGO (Grigsby et al., 2023).

B.2. Baselines

* AMAGO (Grigsby et al., 2023). A Transformers-based In-context Reinforcement Learning method which specializes
in meta-learning, generalization and long-term memory. We use the open-source reference implementation of AMAGO
at https://github.com/ut-austin-rpl/amago. We keep all hyperparameters of AMAGO as the Default.

e VariBAD (Zintgraf et al., 2019b). A variational Bayes-Adaptive Deep RL which can online infer the task distribution
and incorporate task uncertainty during action selection. We use the open-source reference implementation of variBAD
at https://github.com/Imzintgraf/varibad to report the results of variBAD method. We keep all hyperparameters of
VariBAD as the Default.

 PEARL (Rakelly et al., 2019). A Probabilistic Context Variables based Meta RL method, which infer latent task
variables online and Posterior samples from the inferred distribution. We use the open-source reference implementation
of PEARL at https://github.com/ut-austin-rpl/amago. We keep all hyperparameters of PEARL as the Default.
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« RL?. (Duan et al., 2016) A classic context-based RL which utilize a recurrent neural network to quickly adapt to the
new task.We use the open-source reference implementation of RL? at https://github.com/katerakelly/oysterto report the
results of RL? method. We keep all hyperparameters of RL? as the Default.

B.3. Environments Setting

Gridworld. The horizon is set to the default value of 15, as described in VarBAD (Zintgraf et al., 2019b). The
gridworld is configured as a 5x5 grid. During training, the goal position is randomly sampled from any of the 25 grids
except (0,0), (0,1), (1,0), and (1,1). During meta-testing, the goal position is randomly selected from the 5x5 grid in ID
tasks and from 6x6, 7x7, and 8x8 grids in OOD tasks.

¢ Dark-Key-To-Door Consistent with AMAGO (Grigsby et al., 2023), the horizon is set to the default value of 50.
The training environment is a 9x9 room, with the start, key, and door positions randomly sampled from all possible
locations within the room. During meta-testing, these positions are randomly sampled from the 9x9 room in ID tasks,
and from 10x10, 11x11, and 12x12 rooms in OOD tasks.

HalfCheetah-Vel Similar to VarBAD (Zintgraf et al., 2019b), the horizon is set to the default value of 200. The target
speed during training is randomly sampled from the range . During meta-testing, the target is totally randomly sampled
from the 0 ~ 3 in ID tasks and from 3 ~ 3.5, 3.5 ~ 4 and 4 ~ 4.5 in OOD tasks .

Walker-2D-Param As in VarBAD (Zintgraf et al., 2019b), the horizon is set to the default value of 200. During
training, the environment parameters, including body mass, degree of freedom (dof) damping, body inertia, and geom
friction, are randomly altered by a factor of 3 at the beginning of each episode. During evaluation, the random scaling
factor for these parameters is set to 3 for ID tasks, and to 4, 5, and 6 for OOD tasks.

B.4. Hyperparameters

The network architecture details of PSBL for all test environments are listed in Table 1. The training hyperparameters for
PSBL across all test environments are provided in Table 2.

Table 1. PSBL Network Architecture Details For All Test Environments.

TRANSFORMER ENCODERS

MODEL DIM 256
FF DIMm 1024
HEADS 8
LAYERS 3

OTHER NETWORKS

TIME EMBEDDING (128,128,64)
CRITIC (256,256)
FEEDFORWARD NETWORK (128,128)

B.S. Learning Curves in Experiments

Figure 5 shows the learning curves for all environments presented in Section 5 for all methods. Since the open-source
reference implementation of PEARL can only address continuous tasks, the PEARL method is evaluated exclusively on
continuous tasks, including HalfCheetah-Vel and Walker-2D-Param.

It is evident that our method, PSBL, demonstrates higher sample efficiency than other methods in discrete tasks. However,
in continuous tasks, PEARL is slightly more sample-efficient in training than PSBL. This difference is attributed to the
memory-augmented network in PSBL, which is based on transformers and naturally requires more training data than
recurrent networks. In the Dark-Key-To-Door tasks, PSBL achieves significantly higher average returns than AMAGO,
VariBAD, and RL?. Despite extensive hyperparameter tuning and more than 20 trials, the VariBAD method only converges
to suboptimal performance with average returns near 1 in the Dark-Key-To-Door tasks
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Table 2. PSBL Trainning Hyperparameters

GRIDWORLD DARK-KEY-DOOR HALFCHEEH-VEL WALKER-2D-PARAM

LEARNING RATE 5E-5 5SE-5 3E-4 SE-4
L2 PENALTY 1E-4 1E-4 1E-4 1E-4
BATCH SIZE 24 32 24 24
MAX BUFFER SI1ZE 20000 20000 20000 20000
GRADIENT UPDATES PER EPOCH 2000 2000 2000 2000
TARGET UPDATE T 0.03 0.03 0.03 0.03
GRADIENT CLIP (NORM) 1 1 1 1
ACTOR LOSS WEIGHT 1 1 1 1
CRITIC LOSS WEIGHT 10 10 10 10
SL Loss WEIGHT 0.5 0.8 0.5 0.5
PARALLEL ACTORS 24 24 24 24
MEMORY LENGTH(EPISODES) 10 8 2 3
HORIZON LENGTH (EPISODES) 20 10 4 5
EXPLORATION MAX €AT EP. START 0.8 0.8 0.8 0.8
EXPLORATION MAX ¢ AT EP. END 0.05 0.05 0.05 0.05
Gridworld Dark-Key-To-Door Halfcheetah-Vel Walker-2D-Param
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Figure 5. The learning curves for results presented in Section 5. Each figure shows the average returns per episodes for these methods.
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