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Diagnostic Imaging 1
X-ray, CT, MRI and Ultrasound

1. Match sentences with the imaging type that they describe. One sentence
can match several types of imaging.

A. Images are acquired with ionizing radiation.
f" B. Uses strong magnetic fields and radio waves.
C. Images are acquired with sound.
D. Non-invasive and does not use ionizing radiation.
X-ray E. Images are 2D.
F.Images are a 3D representation.
G. Images are monochromatic.

H. Provides excellent soft tissue contrast.

|. Can be used to visualize blood flow.
J. Often used for bone imaging. CT

K. Can differentiate between fluid-filled and solid
structures.

L. Requires the patient to lie still in a confined space.
M. Can be performed at the bedside.

N. Provides real-time imaging.

O. Requires the use of contrast agents for some
examinations.

P. Uses computer-processed combinations of many
X-ray images.

R. Can cause heating of metal implants.
S. Images can be affected by gas in the body.

T. Typically has lower spatial resolution compared

to other modalities.
w
e
TheLion.Al

Ultrasound

Barbara Klaudel 2

2024



DICOM Standard 1
DICOM applications, WW & WL

1. Which of the following operations are defined by the DICOM standard?

A. Query
B. Retrieve
C. Display
D. Store

E. Transmit
F. Print

2. In DICOM, window width (WW) and window level (WL) are used to adjust
the contrast and brightness of medical images. The window level is the
center of the window, while the window width is the range of CT numbers
(Hounsfield Units) that will be displayed as shades of gray.

2.1 Select appropriate term.
A. Changing the widow width / window level affects image contrast.
B. Adjusting the window width / window level impacts image brightness.

2.2 You are given a CT image of the chest with the following properties:

« Image size: 512 x 512 pixels

« Bit depth: 12 bits

« Hounsfield Unit range: -1000 to 3095
For the following structures fill in WL and WW and describe what can we
visualized with these settings.

A. Lung tissue WL: , WW:
« Best visualizes:
« Allows detection of:

B. Soft tissue WL: , WW:
« Best visualizes:
« Allows differentiation between:

C.Bone WL: , WW:
« Best visualizes:
« Allows detection of:
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DICOM Standard 2
Tags and transfer syntaxes

1.Using a DICOM viewer with tag inspection capabilities (e.g.,
DicomBrowser, dcm4che tools):

A. Open a sample DICOM file and list the values for the following tags:
« Patient's Name (0010,0010)
« Study Date (0008,0020)
« Modality (0008,0060)
« Manufacturer (0008,0070)
« Pixel Spacing (0028,0030)

B. Identify a private tag (hint: look for odd group numbers). What might
be its purpose?

2. DICOM uses a hierarchical information model. Explain the relationship
between: Patient, Study, Series and Image. How is this hierarchy reflected in
DICOM tags?

3. Answer the following questions about the transfer syntax.

A. What is a transfer syntax in DICOM? Why is it important?

B. Using a DICOM toolkit (e.g., DCMTK, pydicom), determine the transfer
syntax of your sample DICOM file. What does this transfer syntax indicate
about:

a) Byte ordering (little endian vs. big endian)

b) Compression (if any)

C. Research and briefly explain the differences between the following
transfer syntaxes:
« 1.2.840.10008.1.2 (Implicit VR Little Endian)

« 1.2.840.10008.1.2.1 (Explicit VR Little Endian)

« 1.2.840.10008.1.2.4.50 (JPEG Baseline)

D. How might different transfer syntaxes affect:
A) File size

B) Processing speed

C) Image quality 7
w
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DICOM Standard 3
Data anonimization

1. List at least 10 DICOM tags that should typically be anonymized to protect
patient privacy.

2. Using a DICOM anonymization tool (e.g., DICOM Confidential, gdcmanon),
attempt to anonymize your sample DICOM file.
a) Which tags were modified?

b) Were there any unexpected challenges in the anonymization process?

3. Burnt-in annotations:
a) Explain what burnt-in annotations are in the context of medical imaging.

b) Why do they pose a challenge for anonymization?

c) Suggest a strategy for dealing with burnt-in annotations during the
anonymization process.

4. Hidden data:
a) Besides obvious identifiers, where else in a DICOM file might patient
information be hidden?

b) Research and explain the purpose of the "Patient Comments" (0010,4000)
tag. Why might this be problematic for anonymization?
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Image Preprocessing 1

Histogram equalization
1. Perform contrast enhancement with histogram equalization.

212121212} Histogram o
213]5]2]3| equalization o of
2lalals]s > px

21414153

2151134 Grayscale pixel value

A. Count the number of occurrences of each pixel value, fill in the table and
plot the result.

Original image

Gra
oo (1|2 |3 |4|5|6 |7 gl;.of

No.
of px

Grayscale pixel value

B. Calculate the PDF, CDF, xx and xx. Use the given formulas.

max intensity =7
PDF sum of all px =
CDF PDF = no. of px / sum of all px
CDF -> cumulative sum
Norm
CDF Norm CDF -> divide each cell by the max. intensity
Hist value
e Hist eq-> Round to the nearest unit

C. Fillin the values after histogram equalization. Hist eq. row tells you how to encode
the original number. Plot the values. Compare the result with the original image.

D. How do more advanced methods defer from the regular histogram
equalization?

Adaptive histogram -
equalization

Contrastive Limited -

Adaptive histogram
equalization N
e
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CNN 1
LeNet

1.Fillin output size after each layer.

AlexNet

2.1. Fill in kernel size and stride in MaxPool layers.

b —

B5x55x96  27x27x96 27x27x256 13x13x256 |
4

13x13x256 84 10

Dropout

2. 2. Write down 3 significant differences between AlexNet and LeNet.

2. 3. For each difference, explain why AlexNet authors decided for a different option.
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CNN 2
VGG

1. Compare perception fields of three 3x3 filters. How many fields from the
first images modifies a single field in the last image? Illustrate your answer.

= o ],

e ==

GoogleLeNet (Inception V1)

2. Calculate the result of the simplified Inception block. For each matrix, fill in
only th first row.

116 [1(6|2]1 Conv 1x1
s=1
643|556 p=0
9517|4719
3|86 |4|3|3
5|7 |56 |6|5
17176 [1(6|2]1
Conv3x3 | 16| 1
s=1
p=1 6 4 3
95| 7
Concatenate
Conv 5x5 11611162
s=2
p=5 (6|4 |3|5|5
9|5|7 |4 |7
3|/8|6|4)|3
5|7 |56 |6
MaxPool 2x2
s=2
p=3
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CNN 3
MobileNet

1. How many times can we reduce the number of calculations with the
Depthwise Separable Convolutions compared with a regular convolution?
To calculate the final result assume N=32 and D_K = 3.

D_F
D_K
X . ”1
D_K D_K
’
D_F

Regular conv
Depthwise Separable Convolution

X

conv2D
p=same
D_K K_size:D_Kx D_.Kx M
No. of kernels: N
M D_F
D_F B
D_F

P

DW Conv C

O

s=1p=same N
KS|zeDKxDKx1 V
No. of kernels: M s=1p=same

K size:1x1x M
D_F No. of kernels: N

- b k1.

N
No. of posmons h'd Number of
each kernel  Number of elements kernels
takes in a kernel

X1 B
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CNN 4
SOTA CNNs Summary

1. What new contributions did each of the following architectures make? Add
examples of new developments to each architecture.

2012 - AlexNet

2014 - VGG

2014 - GooglelLeNet

2015 - ResNet

2016 - SqueezeNet

2017 - MobileNet

2019 - EfficientNet

2022 - ConvNeXt
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Image Segmentation 1
Transposed Convolution

1. Calculate the output of the transpose convolution.
Assume stride=2, padding=1.

8.1 Add padding=1 around the output

8.2 Mark the receptive fields of each input cell on the output cell.

8.3 Calculate thesubscores of each cell in the output matrix.
8.4 Calculate the values of the final output matrix.

Input Kernel
21 1(10¢(3
32 0|3|1

2|10
Output
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Image Segmentation 2
UNet

1.Fillin the input size for each block.

Output
1 64 64 Segmentation
64 64 2 I\/Iap

A 4

N o [o0)
55| 8 g 3 8
x X x x = x
N o [o0)
558 3 3 3
572 x 572 x1
128 128 128 128
N o [c) (o)
© © (2] (o)
284 x 284 x 64 N A -
256 256 256 256
N N
5 5 o
8 9 & 8
512 512 512 512
—_—
¢ 3 508
1024 1024
o o
o [o0)
(0] N

Conv 3x3, RelLU

—> Copy and Crop

Max Pool 2x2

Transposed Conv 2x2

Conv 1x1
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Diagnostic Imaging 1
Diagnostic Imaging - with answers

1. Match sentences with the imaging type that they describe. One sentence
can match several types of imaging.

A. Images are acquired with ionizing radiation.
K-vay,

- @& **?' B. Uses strong magnetic fields and radio waves.
/%\ C. Images are acquired with sound.
" Ultrvasound
D. Non-invasive and does not use ionizing radiation.
UltvaSound
X-ray E. Images are 2D.

K-vay, Ultvasound (Some agglications)

F.Images are a 3D representation.
Ultvasound (50740 agelications

G. Images are monochromatic.

X-vay, CT (w Standavd €oew)
H. Provides excellent soft tissue contrast.

UtvaSound
l. Can be used to visualize blood flow.
Uttvasound (Vogelevd

J. Often used for bone imaging. CT
K-ra\i,

K. Can differentiate between fluid-filled and solid

structures.

Utvasound,
L. Requires the patient to lie still in a confined space.

M. Can be performed at the bedside.

X-vay (govtable), Uttvasound
N. Provides real-time imaging.

Utvasound
O. Requires the use of contrast agents for some
examinations.

K-vay,

P. Uses computer-processed combinations of many
X-ray images.

R. Can cause heating of metal implants.

S. Images can be affected by gas in the body.
Utvasound
T. Typically has lower spatial resolution compared

to other modalities.

Utvasound 7 Ultrasound

D
(comgaved Yo CT 1. ian. Al
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DICOM Standard 1
DICOM applications, WW & WL

1.Which of the following operations are defined by the DICOM standard?

Y. Query

)8 Retrieve

. Display O i
n N { GW.'

)O. Store Al answexs ave covvect (

sYé. Transmit
. Print

2. In DICOM, window width (WW) and window level (WL) are used to adjust
the contrast and brightness of medical images. The window level is the
center of the window, while the window width is the range of CT numbers
(Hounsfield Units) that will be displayed as shades of gray.

2.1 Select appropriate term.
A. Changing th window level affects image contrast.
/ . . . .
vindow le mpacts image brightness.
A

B. Adjusting the Window width

2.2 You are given a CT image of the chest with the following properties:

« Image size: 512 x 512 pixels

 Bit depth: 12 bits

« Hounsfield Unit range: -1000 to 3095
For the following structures fill in WL and WW and describe what can we
visualized with these settings.

A. Lung tissue WL B0 | WW:|_ 00 HJ
« Best visualizes: LUnay gavenchyma, aivways, pulmonavy vessels
« Allows detection of: subtie Wna noduies or interstitial lung diceases

B. Soft tissue WL [ %70-400 HU| - W\ | 40-50 HU
» Best visualizes: Muscles, 0C3nS, €at, €Wid collections

¢ Allows differentiation between: vavious so€t ticsue stvuctuves and detection of pathologies like
wasses ov inlammation

C. Bone WL 1500-1000 HY - \W\/\N/: | %00-%550 HU
« Best visualizes: Bone covtex and trabeculae, calciications
o Allows detection of: €ractures, bone lesions, or subotle calci€ications
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DICOM Standard 2
Tags and transfer syntaxes

1.Using a DICOM viewer with tag inspection capabilities (e.g.,
DicomBrowser, dcm4che tools):

A. Open a sample DICOM file and list the values for the following tags:
« Patient's Name (0010,0010) eq SMITHJOHN
« Study Date (0008,0020) eq 10140%0%
« Modality (0008,0060) eq CT
» Manufacturer (0008,0070)  eq STEMENS
- Pixel Spacing (0028,0030) eq 07\07

B. Identify a private tag (hint: look for odd group numbers). What might
be its purpose?

2. DICOM uses a hierarchical information model. Explain the relationship

between: Patient, Study, Series and Image. How is this hierarchy reflected in

DICOM tags?® Patient: Top level, can have wultigle studies. Patient TO (00\0,0010)
Study Tnstance UTO (0010,0000# Study. Collection o€ Sevies velated to a sgecific procedure, can have wttigle Sevies.
Sevies Instance ULO (0010,00089  Sevies:. Set o€ wmaaes {vom a Single acauisition, can have wultigle imaaes.
SOP Twstance ULO (0008,0018) @ waaae-. Tndividual VTCom <ile cam‘a'm’mg eixel data and wmetadata.

3. Answer the following questions about the transfer syntax.

A. What is a transfer syntax in DICOM? Why is it important?
Sgecifies the encoding of the data elewents and givel data in a OICOM dataset. Tt deterwines

how the data 6 Cormatted, compressed, and Should be wntevpreted. )
B. Using a DICOM toolkit {(e.g, DCMTK, pydicom), determine the transfer
syntax of your sample DICOM file. What does this transfer syntax indicate
about:
a) Byte ordering (little endian vs. big endian)

b) Compression (if any)

C. Research and briefly explain the differences between the following
transfer syntaxes:
« 1.2.840.10008.1.2 (Implicit VR Little Endian)

Little-endian \oq‘re ovo\ev‘mcj, no compvesSion, *r039 ave encoded without ev\q\ic'\‘re\\i 9+a+\{m3 what ‘rqqe o€

inormation ﬂqe\' Stove.
« 1.2.840.10008.1.2.1 (Explicit VR Little Endian)
Little-endian byte ordering, vo comgression, Taas ave encoded with the wfoemation about what tye of
n€ormatio

n t ox
1 5846790008.1.2.4.50 (JPEG Baseline)
Pixel data is stoved as lossy TPEGS.

D. How might different transfer syntaxes affect:
A) File size Comgressed syntaxes (e.c}, IPEG) vesult n Swaller €ile Sizes.

Uncomgressed dota (eg, Exglicit VR Littie Bediaw) i6 €aster to vead but

B) PFOCGSSIﬂg speed Slowev to transmit.

., Lossy compression (egq, TPEG Raseline) can veduce imooe quality, while l055less or
C) Image quality Uncompvessed wmaintain m oxiginal auality,
0
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DICOM Standard 3
Data anonimization

1. List at least 10 DICOM tags that should typically be anonymized to protect

patient privacy. ¢4 - Patient's Name (000,007, Patient TO (000,00L0), Oate of Sirth
(0010,00%0), Patients Addvess (000\040), Potient's Teleghone Numbers
(00\0,1\54), Re{ew\nﬁ PI'»\.,Q\C\QV\'Q Nawme (000%,0090), TIwstitution Nawme
(000%,0080, S+ud\i Oate (000%,0010), AccesSion Number (000%8,0050), Sﬂ)a\\i 190
(000,000

2. Using a DICOM anonymization tool (e.g., DICOM Confidential, gdcmanon),

attempt to anonymize your sample DICOM file.
a) Which tags were modified?

b) Were there any unexpected challenges in the anonymization process?

€. Pevsonal information imprinted in the givel data.

3. Burnt-in annotations:
a) Explain what burnt-in annotations are in the context of medical imaging.

Burnt-in annotations ave text ov ACaRhiCS gevwmanently embedded in the gixel data o€ wedical maages.
b) Why do they pose a challenge for anonymization?

because they cant be vewmoved by Simely w\oa\'\ﬂ'\nﬁ VICOM tags, they vequive imaae grocessing
c) Suggest a strategy for dealing with burnt-in annotations during the
anonymization process.

Ogtical chavacter vecoanition (OCKR) to detect text n imaages, then agely image processing techniques Yo
vewmove ov obscuve the detected veqions.

4. Hidden data:

a) Besides obvious identifiers, where else in a DICOM file might patient
information be hidden?

Private +a?)9, sequence items, comments or notes €ields, image oveviays.

b) Research and explain the purpose of the "Patient Comments" (0010,4000)
tag. Why might this be problematic for anonymization?

It can contain free-text information enteved by healthcave groviders, gotentialy wncluding
denti€iable details not cagtuved in other Stvuctuved ields.
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Image Preprocessing 1

Histogram equalization
1. Perform contrast enhancement with histogram equalization.

\0
. %19 % %1% Image after histogram
2 2 2 2 2 H I Stog ra m q) equalization
2[3]5]|2]|3]| equalization |[> |4 | 4 . OZ
21alal3]s 3> [6 [, | 4] px
2lalals|3 5 o |o || bl
21511134 2171014 |6 OGr?y,icag? %e\l;vel’lue_’

A. Count the number of occurrences of each pixel value, fill in the table and
plot the result.

Original image
Saylo| 1|2 |3|4|5|6]7 No.oz
PX
Jol ol V[0 |5 | 5| 4| of O | H
NS ..

Grayscale pixel value
011%45b9

B. Calculate the PDF, CDF, xx and xx. Use the given formulas.

max intensity =7
POF | O [004| 04 |01|01|0%| O | O sum of all px =14

eof | 0 looaloaalosalogal | \ \ PDF = no. of px / sum of all px

CDF -> cumulative sum

Norm
coF | O |018|%0%|448|58%) 7 | 7 | 7 Norm CDF -> divide each cell by the max. intensity

value
Hist eq-> Round to the nearest unit

Hist
;300%45777

C. Fillin the values after histogram equalization. Hist eq. row tells you how to encode
the original number. Plot the values. Compare the result with the original image.

D. How do more advanced methods defer from the regular histogram
equalization?

Adaptive histogram - the  adogtive  wethod  comgutes Seveval hiStogroms, —each
corvesponding Yo a distinct section o the ivvxa%?_, and U%eS thewm

equalization
a to vediGtvibute the \\3h+no_% values o€ the '\w\aﬁe.

Contrastive Limited - 10 contvast limitin Qroceduve 6 agelied to each v\ekﬁh\oovlnooa\
Adaptive histogram <{com which a trans€ormation {unction iS5 devived

equalization N
Ko
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CNN 1
LeNet

1.Fillin output size after each layer.

1818 | | VUxdxe | L OO | 1 SO |

AlexNet

2.1. Fill in kernel size and stride in MaxPool layers.

84

1

1

I
13x13x256 1120

1

1

1

Dropout

2. 2. Write down 3 significant differences between AlexNet and LeNet.

AlexNet uses MaxPool while LeNet
uses AV3P00\.

AlexNet has wove layers than Lenet.

AlexNet vses RellU instead o€ Tanh.

RelU 16 cheager to compute which aets wove
wmeortant the deeger the wetwork 6.
RelU has wove divevse outputs.

Alexnet vses \avﬁev kevnels thon LeNet.

Alexnet wovks with \avger imaoes.
AlexNet’s input: LLAXLTAXD
LeNet's input: HLxHLxrl

2. 3. For each difference, explain why AlexNet authors decided for a different option.
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CNN 2
VGG

1. Compare perception fields of three 3x3 filters. How many fields from the
first images modifies a single field in the last image? Illustrate your answer.

f——

1

= o ],

. ot

o ==

GoogleLeNet (Inception V1)

2. Calculate the result of the simplified Inception block. For each matrix, fill in
only th first row.

1(6|1]6]2]|1]| convix1 O N O (U %
s=1
6|43 |5|5|6 p=0
95|74 ||7]|°9
386|433
5|7 |5|6 |65
1/16(1|6|2]1
Conv3x3 | 1|6 |1 LOI\VLE|\&4|\1%] \99 16
s=1
P=‘|643
9|5 |7
c°"V5x216162 olololololo
s=
p=5 |6 |4 |3|5|5
9 (5|7 |4 |7
3|/8|6|4]|3
5|7 |5|6 |6
MaxPool 2x2 olololololo
s=2
p=3
TN
17\
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CNN 3
MobileNet

1. How many times can we reduce the number of calculations with the
Depthwise Separable Convolutions compared with a regular convolution?
To calculate the final result assume N=32 and D_K = 3.

D_F
DK
DK DK
’
D_F

Regular conv
Depthwise Separable Convolution

X

conv2D
p=same
D_K K_size:D_Kx D_.Kx M
No. of kernels: N
M D_F
D_F B
D_F

P
DW Conv C
’ O
s=1p=same N
KS|zeDKxDKx1 V
No. of kernels: M M o
K size:1x1x M
D_F No. of kernels: N

e

N
No. of positions h'd Number of
each kernel  Number of elements kernels
takes in a kernel

X9 = 0™ ¥ ™M % 0F™ + M % N ¥ 0F" = M x 0™ (OK™M + m)

N =%
oK =%

X9 .
R=—==\/n+1/02 = 8l% - vougply 7 times Coster

X1 w
e
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CNN 4
SOTA CNNs Summary

1. What new contributions did each of the following architectures make? Add
examples of new developments to each architecture.
RelV instead of Tanh.
2012 - AlexNet ® MaxPool instead o€ A\IﬂPoo\. ‘
Move layers + lavger kevnel -> lavaer inguts
vses GPU
® Use the same b kevnels €or ALL conv ogevations.
2014 - VGG e Qouble the number of channels ater each block.
® Move layevs.
Twncegtion blocks.
® Auxiliavy classiievs.
® Global avevage gooling.
® x| convolution.

2014 - GooglelLeNet

2015 - ResNet ® Residual connections -> way wove layevs.

® Small number o€ pavametevs.
2016 - SqueezeNet o , €Ul connected layevs.

® Squeeze and exgand blocks.

. ® Swmall number o pavametevs
A7 = dtesllEhte: ® Oepthwise Segavable COnvolution

2019 - EfficientNet  * Small number of pavameters
® Oepthwise Sepavable COwvolution

Puve CNN +a\<'m3 wspivation rom trans€ormers.
Lavaevr kevnel Size.

GERU instead o€ Relu.

Layer novmalization instead o€ bavtch novmalization.
Twvevted bottleneck.

Degthwise convolution.

2022 - ConvNeXt

AN
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Image Segmentation 1
Transposed Convolution

1. Calculate the output of the transpose convolution.
Assume stride=2, padding=1.

8.1 Add padding=1 around the output
8.2 Mark the receptive fields of each input cell on the output cell.

8.3 Calculate thesubscores of each cell in the output matrix.
8.4 Calculate the values of the final output matrix.

Input Kernel
21 1(10¢(3
32 0|3|1

2|10

o L\ \*x0
+ + + b (1% [\
* bt 1% 1x0 1%x% 1O\ |6
- 91% |6 |1
%14 |1 |0

D1 %0 1%% 1%\
DxFL* Tx\ 1%0

0]

AN
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Image Segmentation 2
UNet

1.Fillin the input size for each block.

Output
1 64 64 Segmentation
128 64 64 2 I\/Iap

A 4

N o «© o o [o0) [oe]
N N ©
0|1 © S8 8 3
J S q 5 @ ®
N~ [N ©
572 x 572 x 1 392 x392 x 128
64128 128 256 128 128
N o N N N
§° = 5 5 o 200 x 200 x 256
© @ Qo (<] o]
284 x 284 x 64 N & & S
128 256 256 512 256 256
N [s\] N
< < < [s\] N N
o o) %) < < <
T 8 8 g 8 8
140 x 140 x 128 104 x 104 x 512
256 512 512 1024 512 512
—_—
© © © © < N 56 x 26 x 1024
68 x 68 x 256 0 0 ©

512 1024 1024

32x32x512 (:)I’ é fg
Conv 3x3, RelLU
—> Copy and Crop
Max Pool 2x2
Transposed Conv 2x2
Conv 1x1
B
=
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