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Abstract

We study the optimization and sample complexity of gradient-based training of a
two-layer neural network with quadratic activation function in the high-dimensional
regime, where the data is generated as f.(z) o« .7, \jo ((8;,)),x ~

N(0,1,), o is the 2nd Hermite polynomial, and {6, };Zl C R? are orthonormal

signal directions. We consider the extensive-width regime < d for 8 € [0, 1),
and assume a power-law decay on the (non-negative) second-layer coefficients
A; < j~%for o > 0. We present a sharp analysis of the SGD dynamics in the
feature learning regime, for both the population limit and the finite-sample (on-
line) discretization, and derive scaling laws for the prediction risk that highlight
the power-law dependencies on the optimization time, sample size, and model
width. Our analysis combines a precise characterization of the associated matrix
Riccati differential equation with novel matrix monotonicity arguments to establish
convergence guarantees for the infinite-dimensional effective dynamics.

1 Introduction

We study the problem of learning a two-layer neural network (NN) with quadratic activation on
isotropic Gaussian data. The target function (or the “teacher” model) is defined as

y = fu(x) +e with f.(x)= m S Ajo ({85, 2)) and = ~ N(0, 1), (1.1)

j=1
where o(2) = 22 — 1 is the 2nd Hermite polynomial; € is zero-mean, independent sub-Gaussian noise;
{0; };:1 C R? are unknown signal directions (index features) which we assume to be orthonormal;
A1 > Ay > -+ > A\ > 0 are their respective contributions; and A = diag(Aq,-- -, A.) collects
the second-layer coefficients. Our goal is to learn this target network using a “student” two-layer

neural network with quadratic activation and r, neurons, trained via a gradient-based optimization
algorithm. This setting encompasses several well-known problems:

* Phase retrieval (r = 1). The learning of one quadratic neuron has been studied extensively [Fie82,
CC15, TV23]. The quadratic o has information exponent £ = 2 (defined as the index of the lowest
non-zero Hermite coefficient [DH18, BAGJ21]). This entails that randomly initialized parameters
are close to a saddle point in high dimensions; hence the SGD dynamics exhibit a plateau (“search”
phase) of length log d before the loss decreases sharply (“descent” phase).

* Multi-spike PCA (r = ©4(1)). The target (1.1) is a subclass of Gaussian multi-index models, for
which various algorithms have been proposed for the finite-rank case ry = ©4(1) [CM20, DLS22,
BBPV23]. The setting also closely relates to the multi-spike PCA problem, for which online SGD
[AGP24] and other streaming algorithms has been studied [OK85, JJK* 16, AZL17].

* Linear-width quadratic NN (r < d). The regime where the teacher width r grows proportionally
with dimensionality d has also been studied, typically in the well-conditioned setting (e.g., identical
A;’s). Recent works characterized the landscape [SJL18, DL18, VBB19, GKZ19, GMMM19], opti-
mization dynamics [MVEZ20, MBB23], and statistical efficiency [MTM*24, ETZK25, BCN*25].
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(a) Additive model hypothesis for scaling laws. (b) SGD risk curves for quadratic NN.

Figure 1: (a) Hlustration of the additive model hypothesis, i.e., sum of emergent learning curves at different
timescales yields a power law cumulative loss. (b) Population loss vs. compute for two-layer quadratic NNs
trained with online SGD with batch size d on MSE loss. We set d = 3200, and for the teacher » = 2400, o = 1.

In this work we focus on the “extensive-rank” regime where r =< d? for 8 € (0,1) and r, < d” for
v € [0,1), and place a power-law assumption on the second-layer coefficients: A; =< j~ for v > 0.
Our setting is motivated by the following lines of research.

Neural scaling laws & emergence. Recent empirical studies on large language models (LLMs)
reveal that increasing the model or training data size often results in a predictable, power-law decrease
in the loss known as neural scaling laws [HNAT17, KMH'20, HBM*22]. While such scaling
of generalization error has been derived for sketched linear models [MRS22, BAP24, PPXP24,
LWK™24, DLM24], these analyses assume random projection with no feature learning, and hence
cannot capture the NN’s ability to learn useful features [GDDM14, DCLT18] that adapt to the
underlying data structure. We aim to investigate a setting where the training of a nonlinear NN
beyond the “lazy” regime exhibits a nontrivial scaling law.

Feature learning in neural networks is often studied theoretically through the learning of multi-index
models, where the target function depends on a small number of latent directions (see [BH25]
and references therein). For these low-dimensional targets, it is known that the training dynamics
typically exhibit emergent (or staircase-like) behavior — long plateaus followed by sharp drops
in loss [BAGJ22, AAM23]. To reconcile this emergent loss curve with smooth power-law decay,
recent works hypothesized that the pretraining objective can be decomposed into a sum of losses
on individual tasks [MLGT?24, NFLL24], the learning of each exhibits a sharp transition, and the
superposition of numerous emergent risk curves at different timescales yields a power-law scaling
of the cumulative loss (see Figure 1(a)). In this context, the two-layer network (1.1) can be viewed
as a sum of single-index phase retrieval tasks, where the length of each ~ log d plateau in the risk
trajectory can be modulated by the second-layer coefficient A;. This motivates the following question:

Q1: Does gradient-based training of a two-layer quadratic network yield power-law loss scaling,
when the target function is an additive model with varying second-layer coefficients {\; }2:1 ?

In Figure 1(b) we empirically observe the affirmative: when the target function has smoothly decaying
second-layer weights, online SGD training yields a power-law risk curve that resembles the scaling
laws in [KMH*20, HBM*22]. The goal of this work is to rigorously establish such scaling laws.

Learning extensive-width neural networks. Prior works on multi-index models have shown that
when r = ©,4(1), gradient-based training succeeds with polynomial sample complexity depending
on properties of the link function [AAM?22, DLS22, BBSS22]. The “extensive-rank” regime where
r = d” for 8 > 0 is relatively under-explored (except for the linear width regime r =< d [MBB23,
MTM24]); this setting is arguably closer to the practical neural network training (compared to the
narrow-width setting), and also bears connections to several observations in the LLM literature such
as superposition [EHOT22] and skill localization [DDHT21, WWZ122, PSZA23], where the model
simultaneously acquires a large number of “skills” during pretraining (see e.g., [OSSW24]).

The learning dynamics of (1.1) with divergingly many neurons is challenging to analyze primarily
due to the fact that the effective dynamics may not be captured by a finite set of summary statistics
[BAGJ22] (as in the finite-r case). Recent works [OSSW24, SBH24] addressed this challenge by
assuming that the activation o has information exponent k£ > 3, which allows the learning dynamics



Algorithm Decay rate (\;) Risk scaling law Result

a>0.5 L
Gradient flow . —— s Theorem 1
a<0.5 (1—t = )y + (1= (rg/r)t—20),
_2a-1 —(2a—1)
0.5 t o 9
Online SGD (Stiefel) — <~ ()" =+ Theorem 2
a < 0.5 (1 — (7]{) o )+ +(1-— (7'5/7')17262)_5_

Table 1: Scaling laws for learning quadratic neural network (1.1) using population gradient flow and its online
SGD discretization. We omit constant factors in the risk scaling for ease of presentation.

e In a > 0.5, for population gradient flow, £ ~ ¢ - log d is the rescaled time; for online SGD, # ~ ¢t - log d where
t is the number of gradient steps, which is equal to the sample size, and 7 ~ 1/(d polylog(d)) is the step size.

e In a < 0.5, for population gradient flow, £ ~ ¢ - r log d is the rescaled time; for online SGD, ¢t ~ t - r logd
where ¢ is the number of gradient steps and 1 ~ 1/(dr® polylog(d)) is the step size.

to decouple across feature directions. However, the case £ < 2, which includes the quadratic
activation studied in this work, remained open: existing analyses either assumed “isotropic” feature
contributions (A\; = \,) [RL24, SBH24], or established a computational complexity for SGD that
scales with d®(1/2+) [LMZ20], which leads to pessimistic exponential dimension dependency in the
power-law setting we consider. We therefore ask the following question.

Q2: Can we establish optimization and sample complexity of learning an extensive-width
quadratic neural network (1.1) with anisotropic, power-decaying feature contributions?

Finally, although our problem setup does not directly encompass commonly used activation functions
such as ReLU, for SGD on multi-index models it is known that the Hermite-2 component is the
first harmonic capturing multi-dimensional structure in the target function [DLS22, DKL 23b].
Consequently, our quadratic setting represents the first nontrivial mode of feature learning in SGD
dynamics. Consistent with this view, Figure 3 shows that the risk trajectory of ReLU networks closely
follows our theoretical characterization of quadratic networks over a substantial portion of training.

1.1 Our Contributions

We analyze the risk trajectory of learning (1.1) with both gradient flow on the mean squared error
(MSE) loss and its online SGD discretization on Stiefel manifold, covering the extensive-width and
power-law settings. We derive scaling laws for feature recovery and population risk as a function
of teacher and student network widths 7, r, the decay exponent «, the optimization time, and the
sample size (for the discretized dynamics). Our contributions are summarized as follow (see Table 1).

1. In Section 3, we analyze the population gradient flow and tightly characterize the loss decay with
respect to time and the student width 5. We show that signal directions are recovered sequentially,
and the population MSE follows a smooth power law specified by the decay rate o > 0.

2. In Section 4, we consider the online stochastic gradient descent (SGD) dynamics on the Stiefel
manifold and derive scaling laws with respect to sample size. When specializing to the isotropic
setting o = 0, our sample complexity improves upon [RL24] in the extensive-width setting and
matches the information theoretic limit (in terms of d, r dependence) up to polylogarithmic factors.

The following technical challenges in the extensive-width regime are central to our analysis:

» Coupled population dynamics. As r,rs — 0o, we must track infinitely many overlapping student
and teacher neurons. [OSSW24, SBH24] assumed high information exponent k& > 2, to decouple
the dynamics into r independent single-index models, but such property does not hold in our
quadratic case (k = 2). We address this by leveraging the closed-form solution of the quadratic
problem [MBB23], which satisfies a Matrix Riccati ODE. A key ingredient in our analysis is its
monotonicity with respect to its initialization, illustrated in Figures 4(a), which enables sharp risk
bounds via comparisons to decoupled models.

* Operator norm discretization error. Prior works [BAGJ21, BBPV23, AGP24] focused on finite-r
settings, where Frobenius norm control of the SGD noise was sufficient and natural: it allows
bounding error direction-wise without incurring additional dimension dependence. However, in the
extensive-width regime, such bounds become pessimistic and lead to suboptimal r-dependent rates.
Hence we need to establish operator norm concentration around the population dynamics.



* Matrix-monotone comparison framework. To control discretization error in operator norm, we
extend the monotonicity-based argument to discrete time and introduce a novel comparison-based
discretization technique. Our approach constructs matrix-valued reference sequences corresponding
to decoupled dynamics that tightly bound the discrete evolution from above and below. This yields
sharp operator norm control even when the true trajectories are non-monotone (see Figure 4), as the
analysis avoids relying on the trajectory itself by comparing against simpler bounding sequences.

1.2 Additional Related Works

Learning multi-index models with SGD. When r = 1, the target is a single-index model with
quadratic link function. The SGD learning of single-index models has been extensively studied
in the feature learning literature [BAGJ21, BEST22, MHPG 22, BEST23, MHWSE23, MLHD23,
MZD*23, BMZ24, DNGL24, GWB25]; while this model has d parameters to be estimated, the
quadratic link (with information exponent k£ = 2) incurs an additional log d factor in the complexity of
online SGD. More generally, the setting where = ©4(1) is covered by recent analyses of multi-index
models [AAM22, AAM23, BBPV23, DKL "23a, CWPPS23, AGP24, VE24, MHWE24]; however,
these learning guarantees for multi-index models typically yield superpolynomial complexity when
the target function is rank-extensive. The sample complexity of gradient-based learning is also
connected to statistical query lower bounds [DPVLB24, DTA 24, LOSW24, ADK™'24].

Quadratic NNs and additive models. Prior theoretical works on learning two-layer neural network
with quadratic activation function have studied the loss landscape [SJL18, DL18, VBB19, GKZ19,
GMMM19] and the optimization dynamics [MVEZ20, AKLS23, MBB23, RL24]. While existing
optimization and statistical guarantees may cover the extensive-width regime (see e.g., [DL18,
MBB23, RL24]), to our knowledge, precise scaling laws have not been established in our extensive-
rank and power-law setting. (1.1) is also an instance of the additive model [Sto85, HT87, Bacl7]
where the individual functions are given as (orthogonal) single-index models with unknown index
features. For this model, [OSSW24, SBH24] established learning guarantees in the well-conditioned
regime, under the assumption that the link function ¢ has information exponent k& > 2.

2 Background and Problem Setting

2.1 Student-teacher Setting

Teacher Network. We consider the task of learning a teacher network with a quadratic (second-
order Hermite) activation function written as

1 T
y = fo(x) +e with f.(z) = Al > X ((05,@)° 1) andx ~ N(0, 1),  (2.1)
j=1

where z € R? is the input; € is zero-mean, bounded-variance sub-Gaussian noise; r is the teacher
network width; and {6;}7_; C R< is an orthonormal set of unknown signal vectors. We collect

these as columns of the matrix @ € R*". The contributions of these vectors are determined by the
unknown second-layer coefficients Ay > Aa > --- > A\, > 0 with a power-law decay \; < 7~ for
a > 0, and A is a diagonal matrix whose j-th diagonal entry is A;. The normalization in front of

summation ensures [E[y?] is constant. We focus on the regime where r =< d” for 8 € (0, 1).
Remark 1. The orthogonality of {0; };7:1 can be assumed without loss of generality. Specifically,
consider (2.1) with arbitrary first-layer weights ® and normalization E[y] =0, the output can be

written as y < Tr(zz T @ A® )+ constant +noise; hence we may redefine ()}, 6;) via the spectral
decomposition.

Student Network. We learn the target model with a quadratic student network defined as

Ts

1
\/stz::l<wjvw>2 - ”wJ”%v 2.2)

where 75 is the width of the student network, and {w; }2, C R? denotes the set of trainable weights.
We collect these weights as the columns of the matrix W € R?*"s, and omit the dependence on x

iz, W) =



in g(x, W) when clear from the context. Note that the norm subtraction ensures E,[§(x, W)] = 0.
We may equivalently write the student network as §j(xz, W) = — Z;;l lw;]3 - ((w;, z)> — 1)

Ts

where w; is unit-norm; since our student does not have trainable second-layer, the norm component

[lw;|3 allows the model to adapt to the target second-layer \;; this homogeneous parameterization
has been studied in prior works [CB20, GRWZ21].

2.2 Training Objective
Training constitutes to minimizing the squared loss; we define the instantaneous loss on (x, y) as
. 2
LW (2,y)) = 15 (y — §(x. W))",

where the prefactor is included for notational convenience in the gradient computation. We omit the
dependence on (x, y) when clear from context. The population risk can be written as

2
R(W) = Eg ) [L(W)] = | mmWWT — (z-0AO || + FE[]. (2.3)

1
VTs

Alignment. Observe that the student network is invariant to right-multiplication of its weight
matrix by an orthonormal matrix, i.e., §j(x, W) = §j(¢, WO) for any O € R™*"s withOTO = I.
Consequently, any notion of alignment that depends on individual directions in W may not be
informative. To capture directional learning in a way that respects this symmetry, we define alignment
in terms of the subspace spanned by student weights. We formalize this using the polar decomposition:

W =UQ"Y?, where Q=W 'W and U'U=1,_. (2.4)

Here, Q denotes the radial component of the student weights, while U is an orthonormal matrix that
encodes their directional component. We quantify the alignment between the student network and the
jth teacher feature by the squared norm of the projection of €; onto the column space of W':

Alignment(W, 0;) == U " 6,|3. (2.5)

Alignment(W, ;) takes values in the interval [0, 1]; it is 0 if 6; is orthogonal to W (no alignment),
while it is 1 if 6} is in the column space of W (perfect alignment)'.

3 Continuous Dynamics: Population Gradient Flow

We first analyze the continuous-time population gradient flow dynamics for (2.3), given as
W, = —VR(W;), where Wy € R Wy ~iia N (0,1/d), (GF)
and the population gradient reads
1
2JmlIAl

For notational convenience, we define

R(t):= || =WW,” - A-OAOT|} and A(t,6;):= Alignment(W;, 6;).

The following theorem sharply characterizes the timescale for alignment and the limiting risk curve.
Theorem 1. Let \; = j= and r < d? for some o > 0 and 3 € (0,1). Consider the regime

{ — @€ (0,00) and d > Qup5.,(1), ifa€l0,0.5),

Al

VE(W;) = N

(@A@T — WtWtT> W,

(3.1)
re < 1, and d > Qy (1), ifa>05.

Define the effective student width and effective timescale as

lrs(1—log” *d) Ar], ifael0,0.5)
off = d Teg = /T3 ||Al|p log ¥/r..
eff {rs, ifo>0s @4 Tei = VrsllAfrlog

Then, the population (GF) dynamics satisfy the following with probability 1 — o(1/d?) — Q(1/r2):

!The definition in (2.5) may fail to converge to 1 when o = 0 and 75 < r, due to rotational symmetry in
the teacher network. In this case, a more suitable notion of alignment can be defined using the principal angles
between the subspaces spanned by W and ©®, which provides a rotation-invariant characterization of directional
overlap. Specifically, for o = 0, we define Alignment(W, ;) as the jth largest eigenvalue of ® "UU ' ©.

5



1. Alignment: For j < rog and t > 0 satisfying t < r® when « € [0,0.5) and t < 1 when a > 0.5,

A(tTe, 6;) = 1{t > A%_} + 0g4(1). (3.2)
2. Risk curve: Under the same time scaling,
1 Teff
R(tTegr) =1 — TNE D ONL{t > -} +oa(1). (3.3)
F j=1 ’

Remark 2. We make the following remarks about our result in Theorem 1:

The spectral decay o determines both the choice of student width r and the learning timescale
in Theorem 1. Specifically, when o > 1/2 (i.e., light-tailed regime), the coefficients {\;};_, are
square-summable, making the teacher model effectively finite-dimensional. Hence only finitely
many directions need to be learned to achieve small loss, and a timescale of order logd and
finite-width student suffices. In contrast, for the heavy-tailed regime o < 1/2, we need to recover
linear-in-r directions, which require proportional student width r/r — @ and a longer timescale
rlog d. This difference will be made explicit in Corollary 1.

Theorem 1 verifies the additive model hypothesis [MLGT24] for quadratic neural networks in the
feature learning regime; specifically, (3.2) identifies sharp transition time in alignment between
student weights and the j-th teacher direction, and (3.3) suggests that the cumulative loss can
be decomposed into individual emergent risk curves where the timescale is decided by the signal
strength \;.
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(a) Heavy-tailed regime (a < 1/2). (b) Light-tailed regime (« > 1/2).

Figure 2: Illustration of the limiting risk trajectories and scaling behavior given in Corollary 1.

Neural scaling laws. As a corollary of Theorem 1, we obtain the following risk characterization.
Corollary 1. By Theorem 1, the asymptotic risk of (GF) is given as follows:
* Heavy-tailed regime (o € [0,0.5)): Almost surely, for all t > 0

2a

R(trlogd) oo, (1- Ct = )+ v(1- 901_20‘)+.

* Light-tailed regime (o« > 0.5): With probability 1 — Q(1/ry), for all t > 0, the risk R(tlogd)
converges as d — oo to a deterministic limit satisfying

R(tlogd) =% @ (t’ it r;@a*l)) .

Corollary 1 shows that, over appropriate timescales, the cumulative effect of these emergent transitions
yields a smoothly decaying risk curve. Intuitively speaking, the power-law exponent arises from the
Riemann integral approximation of the infinite sum (3.3) — see Appendix D.5 for details.

The asymptotic risk behavior in Corollary 1 is visualized in Figure 2 (see also Figure 1(b) for empirical
simulation). The figure illustrates how the sharp, step-like emergent curve at o = 0 (as observed in
earlier works on multi-index learning [BAGJ21, AAM?23]) gradually transitions into a smooth curve as
« increases. Notably, in the light-tailed regime o > 1/2, our risk curve resembles the neural scaling
laws in [KMH*20, HBM*22] which takes the form of R ~ 1/(Data size)® + 1/(Model size)®,
where the data size can be connected to optimization time under the one-pass discretization, which
we analyze in the ensuing section.



4 Discrete Dynamics: Online Stochastic Gradient Descent

Now we analyze the finite-sample, discrete-time counterpart of the population dynamics (GF) and
establish computational and statistical guarantees. We first discretize the directional component of
the dynamics via online SGD with Stiefel constraint (see Proposition 2), and then introduce a fine-
tuning step with negligible statistical and computational cost to fit the radial component; this mirrors
the layer-wise training paradigm commonly used in theoretical analyses of gradient-based feature
learning [AAM?22, DLS22, BES™22, BEG"22]. The procedure is summarized in Algorithm 1.

Algorithm 1 Online Stochastic Gradient Descent (Stiefel)
1: fort=1,2,... do
2: W, =W,_1 — nvStE(Wt—l)

e \—1)2
3: W, =W; (WtT Wt) > Feature learning
4: end for
5. Wfnal=W,Q, where Q, = argmin Z;V:F{ LW (T4, Yi+s)) > Fine-tuning
QERTs X7s

In the feature learning step, we update the first-layer weights W; to recover the subspace spanned
by the teacher directions. To this end, we use online SGD on Stiefel manifold [AGP24] with polar
retraction. The Riemannian gradient on the Stiefel manifold is given by:

Vst L(Wi_1) = VL(W,_1) — Wiy (WL [ VL(W,_1) + VL(W;_1) T W,iy),

where the instantaneous loss is defined for sample (x¢,y:). Since the goal is to ensure subspace
alignment (2.5), the overlap of individual student-teacher weights is not relevant during this phase.

After the feature learning phase, we perform a fine-tuning step to rotate W; so that each w; aligns with
the corresponding teacher direction 8;. This is achieved by solving an empirical risk minimization
problem over Ny fresh samples. The optimal fine-tuning matrix €2, admits a closed-form solution
that is also numerically easy to compute. Importantly, the computational and statistical complexity of
this step scales only quadratically with the student width r, which is negligible compared to the cost
of feature learning. The complexity analysis for this phase is provided in Appendix E.

Remark 3. Recall that the stage-wise training procedure is not required in our continuous analysis
in Section 3. This is because we employ a Stiefel gradient similar to [BBPV23, AGP24] — which
cannot fit the radial component — to simplify the discretization analysis. We conjecture that standard
Euclidean discretization can achieve the same risk scaling; see Figure 1(b) for empirical evidence.

We define the population risk of the output of Algorithm 1, the alignment with a teacher direction 8,
and the optimal risk achievable by a student neural network with width r¢ respectively as

R(t) = R(Wtﬁnal)v A(ta 0]) = Ahgnment(Wt7 aj)’ ROPt = ﬁ Z;:(rs/\r)—&-l A?

Intuitively, Rop¢ is the risk achieved by exactly fitting the top 7, < r components of the teacher
model. Note that the alignment A(t, 8;) depends only on the directional component of W; thus, this
quantity remains unchanged during fine-tuning. The following theorem characterizes the alignment
and risk curve for the discrete-time Algorithm 1.

Theorem 2. Let the parameters {\; };7:1, Ts, Tef and Tog, and the scaling regime (3.1) be as in
Theorem 1. Suppose the student weights are initialized uniformly on the Stiefel manifold, and that the
step size n and fine-tuning sample size Ny satisfy

a €10,0.5)

and Ng, = r2log’ d,
a> 0.5 f 508

1 e —

relogCe(14+d/rs)’

N = { o (1+d/rs)
log€ad’

for some constant C,, > 0 depending only on «.. Then with probability 1 — 04(1/d?) — Q(1/r2),

1. Runtime and sample complexity: If

T dritelog@ T (1 +d/r,), a€l0,0.5)
= \dlogft1d, a > 0.5.

we have R(T') = Ropt + 0a(1).

“.1)



2. Alignment & Risk curve: Fort > 0 satisfying t < r®/n for a € [0,0.5) and t < 1/n for a > 0.5,

Teff

1
o A(tTer,0;) = 1{nt > -} +oa(1). o R(tTer) =1~ mz,\g L{nt > 3} +oa(1).
J

j=1
Remark 4. We make the following remarks on the sample complexity.

o The bound in (4.1) implies a complexity of n < T ~dr'™ polylog(1 + d/rs) in the heavy-tailed
case, and T ~ dpolylog(d) in the light-tailed case. Note that due to the one-pass nature of the
algorithm, the runtime and sample complexity are identical (up to the negligible fine-tuning step).

o In the light-tailed regime (o« > 1/2), the required sample size n ~ dpolylog(d) is information
theoretically optimal up to logarithmic factors. Note that kernel methods and neural networks in
the lazy regime [JGHI18, COB19] requires n > d* samples to learn a quadratic target function;
thus our sample complexity bound illustrates the benefit of feature learning.

* In the heavy-tailed regime (« < 1/2), we obtain (nearly) information theoretically optimal sample
complexity when o = 0. For the intermediate regime o € (0,1/2), we conjecture that the optimal
sample complexity is T ~ dr, which implies our current bound is suboptimal by r<.

Isotropic Setting (v = 0). In the isotropic case, where the goal is to estimate the r-dimensional
subspace spanned by the teacher weights, the above theorem yields a sample and runtime complexity
n =< T = drpolylog(1l 4+ d/rs). This interpolates between the n ~ d polylog(d) rate for phase
retrieval 7 = 1 [TV23, BAGJ21], and n ~ d? as r — d, which matches the sample complexity
in the linear-width regime [MTM™24, ETZK25]. Notably, our r-dependence improves upon the
recent work of [RL24], which established a sufficient sample size of n 2 dpoly(r) for a similar
quadratic setting. We expect our result to be optimal up to polylogarithmic factors due to the intrinsic
dr-dimensional nature of the subspace recovery problem.

Scaling laws in discrete time. As indicated by the alignment and risk expressions in Theorem 2,
a sufficiently small learning rate n ensures that running online SGD for ¢ steps closely tracks the
population gradient flow trajectory (GF) at time nt, exhibiting the same scaling behavior. The
following corollary formalizes the discrete-time counterpart of Corollary 1.

Corollary 2. We consider nt oo, te > 0. By Theorem 2, we have

* Heavy-tailed case (a € [0,0.5)): Almost surely,

Ritrlogd) 4% (1— Cta e )V (1 — '=20) .

o Light-tailed case (o« > 0.5): With probability 1 — Q(1/r), R(tlogd) has an asymptotic limit

_2a-—1

R(tlogd)(H—oo>9(tc o —i—r;(%‘_l)).

S Overview of Proof Techniques

To avoid notational confusion between discrete-time and continuous-time dynamics, we adopt the
following convention throughout this section. Subscripts (e.g., W;) denote discrete-time quantities,
while parentheses (e.g., W (t)) denote continuous-time trajectories. Specifically, { W} },cn refers to
the iterates of online SGD; {W (¢)},>( denotes the continuous-time gradient flow governed by (GF).
Since our proof strategy heavily relies on the matrix (Loewner) order for symmetric matrices, we
introduce the following notations. For symmetric matrices G, Gy € R?*?, we write G| < G if
G5 — G is positive definite . The reverse relations are denoted by G > G2 and G1 = Ga.

5.1 Proof Sketch of Theorem 1

We first observe that both the population risk R(W(t)) and the alignment Alignment (W(t), Bj)
depend on W (¢) through two Gram matrices: the weight Gram matrix Gy (t) == W ()W (t) T, and
the alignment Gram matrix G/ (t) :== @ TU (1)U (t) " ©, where {U (t) };>0 denotes the directional
component of W (t), as defined in (2.4). The proof proceeds by analyzing the evolution of these
matrices, each governed by an autonomous ODE; in particular, a matrix Riccati differential equation.



Proposition 1. The Gram matrices defined above satisfy the following matrix Riccati ODEs:

« Weight Gram matrix: 8,Gyy (1) = (@A@TGW( )+ Gw (H)OAOT — %Gﬁv(t)).

- HAH f

* Alignment Gram matrix: 0,Gy(t) = AGy(t) + Gu(t)A — 2Gy (t)AGy (1)).

- HAHF\ﬁ(

Both equations in Proposition 1 take the form of matrix Riccati ODEs [BLWO91], whose structural
properties play a central role in the proof. To illustrate the core idea, we focus on the alignment
dynamics. For simplicity, we write G( ) := Gy (t) and consider

BG(1) = 2= (AG(t) + G(HA — 2G(1)AG(1)) . .1)

Note that Alignment (W (t), ;) corresponds to the j* diagonal entry of G(t). To characterize its
trajectory, we leverage the monotonicity of the matrix Riccati flow with respect to its initialization,
ie., if G§ = Gy, the corresponding solutions satisfy G(t,G¢) = G(t, Gy ) for all t > 0, where
G(t, Gg) denotes the solution to (5.1) with initial condition G. Our proof strategy builds on this
monotonicity and proceeds as follows:

1. Diagonalization & decoupling. If Gy is diagonal, the solution {G(¢)};>o remains diagonal
under (5.1), reducing the dynamics to independent scalar ODEs that govern each diagonal entry.
Moreover, each scalar ODE admits a closed-form solution.

2. Asymptotic characterization. For general Gy, we construct diagonal matrices Gar =Gy = Gy .

By monotonicity, the corresponding trajectories upper and lower bound {G(¢)};>o. These
bounding systems are diagonal and decoupled, and as d — oo, they converge to the same limit.

We apply this strategy in Appendix D.3 to derive the exact asymptotics stated in Theorem 1.
Remark 5. We note that while the Riccati flow is monotone with respect to its initialization, this
does not imply that its solution is monotone in time. That is, the trajectory G(t) may not evolve
monotonically in matrix order, even though a larger initialization yields a trajectory that remains
above that of a smaller one for all t > 0. This distinction is illustrated in Figure 4.

5.2 Proof Sketch of Theorem 2
Extending Monotonicity Arguments to Discrete Dynamics

We begin by observing that online SGD on the Stiefel manifold approximates the directional compo-
nent of the continuous-time gradient flow, with stochastic gradients arising from online sampling.
The proposition below formalizes the idea that online SGD approximates the directional dynamics of
the continuous gradient flow at the population level. For the statement, recall that U (t) denotes the
directional component of the gradient flow solution W (¢) from (GF), as defined in (2.4).

Proposition 2. Let W(t) be the solution to the continuous-time gradient flow on the Stiefel manifold,
initialized with U (0). Then for all t > 0, the column spaces of W (t) and U (t) coincide.

This result justifies studying the online SGD on Stiefel manifold via the directional dynamics of (GF).
To this end, we introduce the discrete analog of G(t) above as G; = © T W; W, ©. Extending the
analysis to discrete time is non-trivial due to the loss of monotonicity in the Euler discretization of the
Riccati dynamics (5.1). In particular, the update

G,=Gi_1+ HA(I)\FO\nﬁ (AGi-1+Gi-1A — 2G;_1AG,_1) + (2nd-order terms and noise) (5.2)

non-monotone dynamics

no longer preserves the matrix order structure crucial to the continuous-time argument.

To overcome this, we construct an auxiliary discrete system that approximates (5.2) up to second-order
terms while preserving monotonicity. Specifically, we define the map

G(Grn) = Gy~ 526G, — I)AQG: — 1) (L +nAQ2G, — L))" + 94 (53)
which matches (5.2) up to second-order terms. Indeed, expanding the inverse term gives

G(Gi,n) =Gt — g(?Gt — I.)A(2G; — I,) + nA + 2nd-order terms.

=G +1(AG+GA—2GAG,)
The key advantage of the iteration (5.3) is that it preserves matrix order:



Proposition 3. Forn > 0, if G = G = 0, we have G(G,n) = G(G; ,n).

We use this to bound the non-monotone dynamics (5.2) via monotone iterates. Roughly, we show
that for small enough step size 7, the following holds:

G(Gi-1,(1+e)m) + Noise = G; = G(Gi—1,(1 —e)n) + Noise

for some & = 04(1), where we denote the effective learning rate in (5.2) withn = m We then
follow the same bounding argument used in the continuous case by defining

Gy = G(G?:—lv (1+¢e)n) + Noise, where G = Gy = Gy = 0,

and show that GZF > G = G forallt € N. Finally, by choosing Goi to be diagonal, the bounding
dynamics reduce to decoupled scalar recursions, which can be analyzed explicitly. This allows us to
establish concentration of the original iterates { G }+en around the bounding sequences, leading to
operator-norm convergence of the discrete-time dynamics to their continuous-time counterparts.

6 Conclusion

In this work, we presented a comprehensive theoretical analysis of gradient-based learning in high-
dimensional, extensive-width two-layer neural networks with quadratic activation. We established
precise scaling laws that characterize both the population gradient flow and its empirical, discrete-time
approximation. These results demonstrate how anisotropic signal strengths in the target function
fundamentally shapes the convergence behavior and sample efficiency of gradient-based learning.

Beyond quadratic activations. An immediate direction for future research is to extend our analysis
to more general activation functions. Link functions with higher information exponent is studied in a
companion work [RNWL25], where the precise risk scaling is established by exploiting a decoupling
structure that is unique to the information exponent k£ > 2 setting. Importantly, many commonly-used
activation functions (ReLU, GeLU, etc.) have information exponent £ = 1 and also contain a nonzero
He, component. For such nonlinearities, we conjecture that SGD dynamics exhibits a multi-phase
risk curve (analogous to the incremental learning phenomenon in [AAM23, BBPV23]), where the
higher Hermite modes affects the learning dynamics after the low-order terms are learned. In Figure 3
we report the SGD risk curves for ReLU networks, in which we observe (7) an initial loss drop driven
by the He; component (which finds a degenerate rank-1 subspace), followed by (ii) a power-law
decay phase driven by the quadratic Hes component where the empirical scaling exponent align
closely with our theoretical predictions, and finally (i) a slope change late in training likely due
to higher Hermite terms (in Figure 5 we confirm that this “late” phase is absent if we remove these
higher-order components). Understanding this complex multi-phase learning dynamics remains an
interesting challenge for future work.
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Figure 3: Population loss vs. compute for two-layer ReLU network (power-law second-layer with exponent «)
trained with population gradient descent. The student network adopts the 2-homogeneous parameterization as
in (2.2). Observe that after the initial loss drop due to the He; component, the risk curves follow a power-law
scaling where the exponent (dashed) nearly matches our theoretical prediction for the quadratic setting =2
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A Additional Figures

Entries of G
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(a) Trajectory in matrix order. (b) Trajectory of entries of the Gram matrix.

5 6 7 8

Figure 4: Solutions of the matrix Riccati ODE in (5.1) with A1 = 2, Ao = 1, 7, = 2. (a) To visualize the
dynamics under matrix order, we plot the level sets of G(¢) at times ¢t € {0, 0.25,0.5} for two initializations:
G(0) (solid) and a scaled version 1.25 G(0) (dashed). The dashed ellipses remain enclosed within the solid
ones at all times, illustrating monotonicity of the Riccati flow with respect to initialization. However, note that
G (t) is not monotone in Loewner order over time, as seen from the lack of nesting among the solid ellipses. (b)
Entry-wise evolution of G(t) under a random initialization with d = 1024. The diagonal entry G22(t) exhibits
non-monotonic behavior, illustrating that the solution trajectory G (t) need not be monotone in time.
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(a) a = 1. Ideal: —1, empirical slope: —1.08. (b) v = 3. Ideal: — 3, empirical slope: —1.38.

Figure 5: Population loss vs. compute for two-layer neural network with activation function o < He; + Hes,
trained with population gradient descent. The student network adopts the 2-homogeneous parameterization as
in (2.2). Observe that after the initial loss drop due to the He; component, the risk curves exhibit a power-law
scaling where the exponent (dashed lines) nearly matches our theoretical prediction for the quadratic setting
1=2a. and unlike the ReLU setting (Figure 3), the loss immediately plateaus after the power-law phase.

o ?

Experiment Setting. In Figures 3 and 5, we plot the mean squared error loss for gradient descent
with a constant step size on the population loss, using activations 0 = ReLLU and 0 = He; +Hes. The
teacher model has orthogonal first-layer neurons and power-law decay in the second-layer coefficients
with a € {1.0,1.5}. Both teacher and student networks use the same activation function, which
we normalize to have zero-mean an unit L2 norm. The student network uses the 2-homogeneous
parameterization:

X 1 ReLU—1/v27 He,+He
gW) = ﬁ Z||wl||§ -o({w;, x)) where o € { 04;/ r H 1tHea}
i=1

We set dimension d = 5000, number of teacher neurons » = 2400, student widths r, €
{32,64, 128,256,512}, and learning rate n = 0.5/4/r. To estimate the scaling exponents, we
first identify the range of compute exhibiting a linear trend by visual inspection, and then fit the
exponent via least squares. The dashed lines in the plots correspond to these fitted lines, and the
reported empirical exponents represent the median values across different student widths.
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B Preliminaries for Proofs

Proof organization. Section B introduces the notations and definitions used throughout the paper. In
Section C, we provide a brief review of matrix Riccati ODEs and difference equations, along with the
necessary supporting statements. The main results are proved in Section D. In Section E we discuss
the fine-tuning phase for the discretized algorithm. Additional proofs related to online SGD and
auxiliary lemmas are deferred to Sections F and G, respectively.

Notation and Definitions. We use [n] = {1,2,...,n} to denote the first n natural numbers.
The Euclidean inner product and norm are denoted by (-, -) and ||-||2, respectively. For matrices,
I-ll2 and ||-||[r denote the operator norm and Frobenius norm. The positive part is denoted by
()4 == max{x,0}. We write f4 = 04(1) if f4 — 0asd — oo, and fy < gq if fa/g9a — 0. We use
O(+) or Q(-) to suppress constants in upper and lower bounds respectively, and we use subscript to
indicate parameter dependence, e.g., O, (+).

The symmetric part of a square matrix M € R%*? is given by Sym(M) = %(M + MT). For

symmetric matrices A, B € R**? we write A < B (or A < B) if B — A is positive definite (or

positive semidefinite). Moreover, if A and B are mutually diagonalizable, we write AB~1 = %.

We follow the convention that subscripts (e.g., W;) refer to discrete-time quantities, and parentheses
(e.g., W (t)) refer to continuous-time quantities. The overlap matrices of interest are defined as

Gw(t) =WHW@®)'", Guit)=0'UnU®)'e, G,='w,w,e.

Weight Gram matrix Alignment Gram matrix Discrete alignment Gram matrix

Let Z € R?"s be a Gaussian matrix with i.i.d. entries distributed as N'(0,1/d). We define
Z1.m € R™*Ts as the submatrix formed by the first m rows:

_ Zl:m
Z= l:Zrest:| '

Without loss of generality, we assume the teacher directions coincide with the standard basis vectors,
i.e., 0; = e;. With this, the initialization satisfies:

Gw(0)=2Z", Gu0)=Go=2,.,.(2"2)""'Z/,. (B.1)
We start with characterizing “good events” for initial matrices given by the following lemma:
Lemma 1.

Both cases (o € [0,0.5) U (0.5, 00)). Ford > Q(1), the following holds:
(E1) 15 < Mnin(Z7Z) < Anax(Z 7 Z) < 1.05.
(E2) 1.05Z1,Z), = Gu(0) = Go = 155 Z1:0 21,

Heavy-tailed case (. € [0,0.5)). For d > Q(1), the following holds:

(H.1) Form <rs(1— log_l/2 d) A uniformly, we consider Amin(Z1.mZ7.,,,) > 57;751(1 — m)2.

s

(H.2) Forallm < rg(1 — logfl/2 d) A uniformly, N\, (Z1.+Z1.,) > %(1 — m)z'

(1+%)

Light-tailed case (o € [0,0.5)). For d > (1), the following holds:

- 2
(H3) /\max(zl:T‘ZIr) S 2dS ’

(L]) L < )\min(Zl:TSZErs)

r2d —
(L.2) Form € {1,2,--- ,5r, [log?® d], [log® d], r} uniformly, Apax(Z1.m Z1.,,,) < w
We define

G = { ENN(E2)N(H1)N(H2)N(H.3), «€](0,0.5)
"B N (E2)N (L) N (L2), ae>0.5.
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We have

1 —3ryexp (%), a € [0,0.5)

P[Ginir] > {1 —Q(1/r?), a > 0.5.

Proof. We will use the following:

(S.1) By [Ver10, Corollary 5.35], for m < rg and /75 — /m >t >0

P {Amin (ZvmZ1,,) > (1— m—frﬂ >1-2",
and form > rgand \/m — /T3 >t >0
P [Amin (2] Zrm) > (1—\/7":;—%)1 >1-2",
(S.2) By [Verl0, Corollary 5.35], for any fixed m
P {Tg (1 +4/0 j—a)Q > Amax (Zﬂmzlzm)} >1-2e".
(S.3) By [Verl0, Theorem 5.38], there exists C', ¢ > 0 such that

P i (210 Z1,.) 2 ] 21— Ce - e

For the heavy tailed case, we consider d is large enough to guarantee

e _ [
- el < > . We have

* By using (S.1) and (S.2) with m = d, t = we can show that P[(E.1)] > 1 — ewsd for

d > Q(1).
* By (B.1)and (E.1), (E.2) follows.
* For (H.1), by using (S.1) with ¢t = % > \/@, we have with probability 1 —
), form < ry(1— log~/* d) A r uniformly:

_d_
logd’

3

—r
2T5 exp (2 logg d

2 2 2
T Ts m Ts m
)\min (Zl:mzl:m) > ad (1 - ~/lc1>gd> (1 Y K) > 5d ( - E) .

Therefore, P[(H.1)] > 1 — 2r exp (ZTOTng)'

* By Cauchy’s eigenvalue interlacing theorem, )\m(ZMZIT) > Amin (lemZIm). Therefore, by
(H.1), (H.2) follows.

* For (H.3), by usingm = r and ¢t = 0.4,/7 in (S.2), we have P[(H.3)] > 1 — 2¢~0-167s,
* For (L.1), by using (S.3) withe = %, we have P[(L.1)] > 1 — Q(1/r2).

* For (L.2), by using (S.2) with ¢ = 0.4,/7;, we have with probability 1 — (107, + 6)e=0-167< for
m € [5r] U {[log®® d], [log® d],r} uniformly:

5(rs Vm)

2
)\maX(ermZIm) < %S (1‘4+ 7%) = d

By union bound, we have the result. O
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C Background: Matrix Riccati Dynamical Systems

We begin by reviewing Riccati dynamical systems in both continuous and discrete time, establishing
the necessary background for the arguments that follow. For the following, we define

_ A0 X T
A, = {0 O] and A = HAHFAe'

For notational convenience, we adapt the abuse of notation:

Ao o (Ao +ely) [ty O
0 %Id—'r' .

.
I, — exp(—tAs) 20 I, — exp(—t(Ae + 21y))

C.1 Continous-time Matrix Riccati ODE
In this paper, we study continuous-time matrix Riccati differential equations of the following form:

* Weight Gram matrix: For Ty = 7,

0,Gu (1) = % (AGw (1) + G (DA — 2G5 (1)). .1

* Alignment Gram matrix: For Ty = ||Al[p /75,

05

atGU (t) — 7U

(AGU(t) +Gu(t)A — 2GU(t)AGU(t)). (C2)
For oo = 0, we assume that the ODEs are expressed in the eigenbasis of Gy (0) or G7(0), ensuring
that the trajectories remain diagonal. The solutions of these ODEs are characterized in the following
statement:

Lemma 2. (C.1) and (C.2) admit the following solutions:

A

Gw(t)= 7= exp(—tA/7y)
B A exp(—05tA/Ty,) A exp(—tA/1y) \ TP A exp(—0-5tA/1y,)
I;— exp(—tK/TW) (G 0)+ Idexp(—t]\/TW)> Id—exp(—fK/TW)
Gy(t) L

I - exp(—tA/1y)

exp(-0518/1,) exp(-tA/re) ) _exp(-05ta/m,)
N I, — exp(—tA/TU) ( U(O) + I, — exp(—tA/TU)> I, — exp(—tA/TU)

Moreover, (G (t))i>0 and (Gy (t))i>0 are monotone with respect to Gy (0) = 0 and Gy (0) = 0
respectively.

Proof. One can check by direct differentiation that the given closed-form expressions satisfy the
ODEs above. The uniqueness of the solutions follow the local Lipschitzness of the drifts. Monotonic-
ity is a consequence of Proposition 25. [

C.2 Discrete-time Matrix Riccati Difference Equations
In this section, we will study a particular discretization of Alignment Gram matrix ODE, given as

Giir = Gi — g(zc;t ~I)AQ2G, — L)(I, + 1A(2G; — I,)) " + nA. (C.3)

For convenience, we will make a change of variable and define V; = 2A 2 GtA% — A. We write
(C.3) in terms of V; as follows:

Vier = Vi — V2 (L +nVi) " + A2

We characterize the dynamics of (V;).cy as follows:

21



Lemma 3. We consider
Xit11 X X1 Xo,1 L 0o I
S e H | 1 = H = .
|:Xt+1,2:| |:Xt,2:| K |:Xt,2:| where {X0,2:| |:‘/0:| and {AQ nA?
The following hold for all n € N:

(R.1) We have

A AMAL ¢

’ ’ = (I, H)". C4

{AAt,u Ay | = Ut nH) €4
where Ay 11, A¢ 12, A+ 20 are positive definite diagonal matrices.

(R2) Ap11 +nAA 10 = A 00 and Ay oo Ay 11 — Ailz =1,

(R.3) Forn <1, wehave A; 11 A; 1y = (Ir—i-§j\2)1/2 —2A and A; AL, (Ir—i-%AQ)l/Q—i—
1A ' '
JA.

(R4) If [nAll2 < 1,

(I +nA)" + (I, —nA)*

Ap gy AL
0228012 7 (T A — (I, — A

—1
i At,llAtﬁlg-

Moreover, if Xy and X411 are invertible:
(R.7) For Vi1 = Xt+172Xt_+11’1, and V; = ngtXt_’ll, we have
Vier = Vi = V2 (I + Vi) 4 nA”.

Proof of Lemma 3. We have

I, I,
For ol = L]A2 Lt n2A2} €5
Let
A A
T -+ H t — |: ~t,11 ~t,12:| .
(o +0H) =120 Ay

Since each submatrix in (C.5) is diagonal positive definite, the matrices in (C.4) are also diagonal
positive definite. To prove (R.1) and the first part of (R.2) we use proof by induction. We assume

A1 +nAg s = Ay 12 and figl,tfif;’t = A2. We have

- _ - (a) _ - ~ (®) .
Agp1=Ar12 +nA12 = A2+ n(Acin +nA21 ) = nAg + (Ir + 772/\2) Ao

(O -
=nA, 11+ A (I + n°A%) Ay

= A2Ag 41
where (a) follows the first assumption, (b) and (c) follow the second assumption. Moreover,
A1 +nAgi i = Apar + Aoy + P A2 A1 + (L + 72 A%) Agy

= (I, + 772A2)(z‘it,11 + 774421,0 + 771‘121,t
@ 242\ 4 2 5 i
= (I, + 17" A*) A 19+ A Ay 12 = Agg g41.

where (d) follows the first and second assumptions. For the second part of (R.2) we again use proof
by induction. We assume A; 20 A; 11 — Afﬂ = I,.. We have

A1 Asg it — Alppni1 Ay = (At,ll + 7]1‘121,15) (77A2At,12 + (I + n°A?) x‘imz)

- (UAQAt,ll + (Ir + T]2A2) AQl,t) (fit,u + UAt,u)
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= A 11 A0 — Ap19Ag =1,
For (R.3), by using (R.2), we have

Aggr (Agy +1AA ) — Ay =1, = (At,nAt_,llg)Q + UA(At,nAleg) —I. -0
2 1/2
= AnArl - (IT + ZA) - gA‘
The second part follows (R.2). For (R.4), we recall that
A2 = A1 +1AA 90 = (I, + 772A2)At,12 +nAAL (C.6)
Ao =1AA o+ (I, + °A%) Ay o = nAA 12 + Ay oo, (C.7)

We use proof by induction. Suppose the lower bound for % holds. We have

Air122 (e) NAA 12+ Ao
A2 Agio FnAA
€2 I, +nA)t + (I, — nA)t I, +nA) + (I, —nA)t\ "
>_(A+(r+77)+( U))(IH_UA(H-U)*-( 77))
(I + nA)" = (I, —nA)* (Ir +nA)t — (I, — nA)?
(I, + 77A)t+1 + (I — T]A)Hl
(L + AL — (L, — nA)HL

where (e) follows (C.7) and (f) follows the induction hypothesis with that x — 1””:;7’7;\96 is monotonic

increasing for n\ < 1. For the upper bound, suppose the lower bound for % holds. We have
A (i) A1 +1nAAL
A2~ Apie HnAALn

(h) t _ t t _ t\ —1
(I + nA)t = (I, — nA)? (I + nA)t = (I, — nA)?

(I, +nA)"* + (I, — nA)**!

I, + nA)FT — (I, — pA)+t

where (g) follows (C.6), and (h) follows the induction hypothesis.
Lastly if X ; and X, ; are invertible,

_ _ _ _1y—1
Xip12Xh 1 = (Xeo Xt + PA2 X0 X, L +0A%) (I + 10X, 20X, )

_ _1\—1
= Xt,QXt,gl (Ir + UXt,QXt,gl) +nA?

_ _ _ _ —1
=X0X; 5 — X2 X X o X (I 40X 2 X)) + A%

Corollary 3. For V) = 2A2% GOAQ% — A4, we define
Vit = Vi = V2 (I +9V) ™" +A”.

If Ay, As and A are mutually diagonalizable, and X1 ; is invertible for t < t* € N, we have for
t<t*

- N —1
Ay A2z A -1 A A A AA-1
G, — Ao Ay 12 Az 1 At,lZA Az Ay 12 Ao +G AAt,lQ
¢ = - = 0 —
7 1A, 7 A,

where Aq1y, Ag 12, A¢ oo are defined with A.
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Proof. By using (C.4), we can write that

~ a -1
V, = ( Atz + At,22Vo) (AA;,112A15,11 + VO) AAL,
~ ~ 1.
=AA; 12 (AA,:llQAt,ll + VO) AAt_,112
~ ~ _1 N
+ A2 (Ir - At,11A5112A (AAt_j?AtJl T Vb) )AA’:llQ

A I -1
= A ALA - ATLA (AATL AL + V) AATL,

Therefore,
Ay A o A —1 ] A A, A -1 _
G — E Atj; A72 _ lAt,112A TzAt.ié o T; + G AAt,112
K 2 4 A, 2 0 Ay
O
Proposition 4. For some symmetric matrix S, we consider
Vi=Vo+nS —nVy (L +1Vo) " (C.8)
IfVO+ Vo= _TIIT, we have Vf’ = Vi, where V1+ is the next iterate if we use Vo+ in (C.8).
Proof. We have
1 _
Vi= ;}(Ir— (I +nVo) 1) +1S.
The statement follows by Proposition 25. O

D Proofs for Main Results

D.1 Proof of Propositions 2 and 3
For Proposition 2, we observe that
Gt)=WOW®T and Git) =UQU®)T =WEH(WE) W) W) T

have the exact same dynamics. Therefore the statement follows. Proposition 3 follows Proposition
25.

D.2 Decomposition of the population risk

The fine-tuning step relies on the following decomposition of the population risk:
Proposition 5. For any Q2 € R"=*"s, the population risk defined in (2.3) can be written as:

1 Ts 2 1 1 1
RWi) = 00" - o w) oA Wi+ (AN - A Gl ).

where Gy = @ TW, W, @ is the discrete alignment Gram matrix defined in the previous part.

We observe that both the second term and the matrix WJ@A@TWt are independent of €2. Hence,
the fine-tuning step reduces to a least squares problem in the matrix 282" in population, which is
approximated via empirical risk minimization over a fresh batch of samples. By standard concentra-
tion arguments, a sample size of Ng; > r2polylogd suffices to ensure that the empirical minimizer
approximates the population solution with high probability.

Proof. We begin by noting that W, is an orthonormal matrix. Using this, we can express the
population risk as:

1
Al

2
R(W,Q) = H w0 W, @A@THF

1
Vs
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1 1A

2/ Al
ar 181+ 12 jaar -

S

Tr(QQTWtTGAQTWt)j:||WtT®A@TWt|%)

1 P T |l
= —— [|AIZ - |W,;eAae W, |? +Hsm -W,”0A0"W,
e ( o R VZ t -
By observing that [WTOAOT W |2 = ||[A2GAz |2, we have the statement. O
D.3 Proof of Theorem 1
We let
Y, a€[0,0.5)

%ﬂmwm%wﬁ L Ter = rer /Tl Allp log ..

a > 0.5
and

N a €10,0.5) S lrs(1—log *d) Ar], a€0,0.5)
YT log®?d], a>05 YT ) g, a > 0.5.

In the following part, we will establish the high-dimensional limit of the risk curve and the alignment.

D.3.1 High-dimensional limit for the alignment

By Lemma 2, we have

B I, __exp(=0.5tA)
I, —exp(—tA) I, —exp(—tA)
We define the block matrix forms

_ [Guni(t) Guas(t) _[As O .7 _ |A22 0
- G;u(t) GU’22(t) ) A= 0 A22 ) Ae,ll = Aeffv Ae,22 — 0 ol-

where GU,H(t), A € R *Tus | The following statement characterizes the time-scales for the
alignment terms.

Proposition 6. G, implies that A(tTeg, 0;) = 1{tkeg > %} + 04(1) fort # limg_ 0o ﬁ and
7 < Ty, -

exp(—tA) > “lexp(—0.5tA)

Gy (tse) I, —exp(—tA) ) I, —exp(—tA)

(GU(o) +

Guy(t)

Proof. For @ = 0, since the trajectory stays diagonal and the diagonal entries are monotonically
increasing, by using the events (E.2) and (H.2) with Lemma 10 we have the result.

In the following, we will prove the result for & > 0. By using Proposition 22 with (L.2)

2121, Z7. 0
=< Ty Ty
GU(O)—{ 0 212,77 |’
where
5(1+ L)%, a€]0,0.5
2'1)\maX(Z1:ru Z;—r )S ( * \/5) “ [ )
A 15, a > 0.5.
Therefore,
G (t )_< I”‘u*
U,11\lsc) 2 Iru**eXp(*tAeff)
__exp(=0.5tAer) (O(rs) exp(—tAer)  \ ' exp(—0.5tAcq)
I, —exp(—tAeg) \ d " I, —exp(—tAeg)) I, —exp(—tAcq)’

Therefore, by Proposition 36, for j < r,,
1

1+ (d 1 1)i—tﬁoffj_(’

s log3d T

A(tTes, 0;) < = 1{theg > %j} + 04(1).
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Moreover, for t < (r,, + 1)%log ri, by using the events (H.3) and (L.2), we have

O,(I,,, a € (0,0.5)

A tA90)Zy < :
2 eXP(tA22)Z2 = {O(log2‘° I, «>0.5.

Therefore, for t < (r,, + 1)*log %, we have Gy 11(tsc) = G(t) where

G(t) = I,
= I, —exp(—tAcq)

3 exp(—0.5tAegr) s o(1) I exp(—tAecg) -1 exp(—0.5tAegr )
I, —exp(=tAet) \ d log'd " " I, —exp(—tAerr) ) Ir, —exp(—tAes)’
which implies that for ¢t < (r,, + 1)*log %
1

A(tTon, 05) > ——
! 1+ O(log4 d)%l treit]

= 1{thesr > %} + 04(1).

To extend the lower bound for ¢ > (r,, + 1)®log % , let us define
to == (ry, +1)%log 7% and Az = Ay — (ru, + 1)7O‘Im*.

We have for t > tg,

_ 05

=7
1

s ((Tu + 1) Guu ()L, — Guai(t)) — GU,lz(f)AzzGE,u(t))

0:Gu(t) (AQHGUJl(t) + Gun(t) Ay — 2GU711(t)A;ffGU,ll(t))

= LD (GU‘U ) (Ir,, ~Gon1 (1)) —GU,u(t)Gg'm(t)) =0

Therefore, for ¢t > ¢, by monotonicity and [BR14, Theorem 38], Gy 11(tsc) = G(t) = G(to),
where

I

Ty

O L e A

exp(—0.5(t — to)Ay) exp(—(t —to)AZ) \ 'exp(—0.5(t —to)A)
I, — exp(—(t —to)Asy) (G(t * I, exp(—(t - tO)AcH)) I, —exp(—(t —to)Ay)

Therefore, the result extends to ¢ > tq as well. O

D.3.2 High-dimensional limit for the risk curve

For Err(t) == ”A”F(fo\ﬁ_GWfr(ﬁ)’ by Lemma 2, we have

_ “Acexp(—tA.)

o Id — exp(—tAe)
A exp(—0.5tA.) [ ||Allr
Iy — exp(—tAe) \ /s

Err(tsc)

Gw(0)+

Acexp(—tAy) ) “'Ac exp(—0.5tA,) O

I; — exp(—tAe) I; — exp(—tAe)

We define the block matrix forms

 [Gwai(t) Gwoaz(t) _|Aeg O o _ |A22 0O
GW(t)* G%,m(t) GW722(t) s A= 0 A22 s Ac,ll = Acf'fa Ac,22 = 0 K

where Gyy.11(t), Aeg € R™ 7. Our proof strategy is as follows: In Proposition 7, we show that the
off-diagonal and lower-right terms in (D.1) does not contribute to the high-dimensional limit. Then,
in Proposition 8, we characterize the limit of the left-top terms. Finally, in Proposition 9, we prove
the asymptotic behaviour of the risk curve.
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Proposition 7. G,,;; implies that ||GW’12(tTeff)Hi‘ = 04(rs) and || Gw,22 (tTeff)Hfm = 04(rs)-

Proof. We let

Dy — Ac11exp(—tAeq1) D, — A 20 exp(—tA; 22) 7. |:Zl:7-u:| _
I., —exp(—tAc11)’ Iy, —exp(—tAc )’ Z
and
S S| ”j%lFZ V2. | 18e 7, ., Zy -1
[512 522} . [ ”\I/\EZ z),. ”\Aﬁnﬁz Z; + Dy ) .
where
VTs 1, \ T -
S11 = <D1 + 2., (HA I, + Z, D, Z2> Zl:m) )
—1 -1
Si2 = — <D1 + Z1.p, (\Jq I, +Z;D; 1Z2) ZIru> Z1r, 23 (2225 + DQ)_l’
1 -1

Off-diagonal terms: By Proposition 26

Ae711 eXp(—O.E)tAeJl) Sl e 292 exp(—O.5tA6711)

Gw,a(t) =
w2(t) I, —exp(—tAe11) Iy, —exp(—tAc22)

—1
= exp(0.5tAe,11)Z1:ru (H\f/\I I»,‘s + Z2 D2 1Z2 + Zl iy ‘D1 1Z1 T ) ZQT exp(0.5tAe’22).

We observe that Apax(D2) < 1 and \|\1<E = Keff . By using Proposition 27 with Gy and ¢ :=

- 13
tkes log Ti, we write

1 N T
E”GW,lQ(tTeff)”F = WHGWM@)HF
Tu /AT ~
1 —° - = Ajexp(th;) >
< mc(Z1r, 21, ) exp(iXg) A (et + 1)~ 20 ) (p o
e 2 (o210, 5000201 S -1) ©?

For the heavy-tailed case (a € [0,0.5)),

Oa.p.5(1) _ 10
D.2) < Z42B ) NT 1N < log 4 %E NI{EN > 1 —
D2 < rloggd ; i < Ogrs}—i—rl alogd {thi > log } 0a(1)-

For the light-tailed case (o > 0.5),

Oar 1 g OO&
(D2) < lgﬂ;) > 1(n < tog i} + L2 ST > tog ) = aut),

i<rs i<rs

Lower-right terms: By using Matrix-Inversion lemma, we have

-1
—Ds + DsS55 Dy = —Z5 (II\g I, + 2, D' Zy.,, + ZQTD;ZQ) AN

We observe that Apax (D2) < - and H\XIF = Keff- By using = thes log ri, we have

1 1 J -
Gwoo(tTet) = ———Zo I, +2Z, D'z, +Z,D;'Z ) z,
\/7”»5 W,22( eff) ||A||F (AH 1:r, 1 1 2 2 2 2
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o(1)
[Allr

For the heavy-tailed case (« € [0,0.5)),

~ —1
< Z; (keI , + 123 Z5)  Z, . (D.3)

1

O, 1
I(D.3)]|% < 28(1)

=04(1).
r=2alog? d t2r2 log? d a(l)
For the light-tailed case (o > 0.5),
1
D32 < Opr (1) ———— = 04(1).
O
Proposition 8. For some ¢ > 0, let G(0) := ¢Zy,., Z],, and
(ru,+1)*
) (0, =), a € [0,0.5) i {Qw(l) a €10,0.5)
(07 (Tu,;{;;l) ) \{ja je N}7 a> 0.5, - Qrs’a(l), a > 0.5.
We define
—A —tA
Err’f’u (tsc) = = exp( ! eH)

I, —exp(—tAcg)

Aeﬂ‘ eXp(—O.BtAeff) ( Aeﬂ‘ eXp(—tAeff) G(O)) 71Aeﬂ‘ eXp(—0.5tAeff)
L., — exp(—tAeg) \ I, —exp(—tAeg) I, —exp(—tAeg)

Ginis implies that

Ty

(G S 1
A AT 2 e = ) el
i1

Proof. We let

Zl:ruZIru . {leru* ZITU* lezT} ’ A = {Aeﬁf,n 0 }

ZQZir ZQZ; 0 Aeff,22
where Aegr, 11 € R *"ux | Zy € Rw—Tu)XTs et

Aeﬂ‘ eXp(—tAeff)
T'(ty.) =
(tsc) (Iru — exp(—tAcs)

By using Proposition 22 and the events (H.3) and (L.2),

-1
+ jZl!TuZIru> and Err(ts,T) == Err,, (tsc).

10er,
t d
T(tse) = L(tse) =

I Acgr 11 exp(—tAeq 1)
" I, — exp(—tAegin)

2crs log?%d
t d

Aot 22 exp(—tAcs 22)

I, ., +
e Iru,—ru* - eXp(*tAcH,QQ)

For the upper bound, by using ¢ = @ in Proposition 24, and the events (H.1), (L.1) and (H.3),
(L.2), we have for t < (1, + 1)*log £,

-1

0.2/t s Acg 11 exp(—tAem11) 0
logtd d "™ I, —exp(—tAcg 1)
T(tse) 2 T(tse) =
L1/t 7y At 22 exp(—tAcq 22)

AT =Ty +
log* d d Iy, —exp(—tAcg22)
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Therefore, for t < %, by Corollary 8, we have

[Err(tTe, D)% _ [[Err(tTeq, D)% 1 O,
= = MNL{+ >t 1
A% - B ||A||%; FI{5; > then} + 0a(1)

Tuy

1
—1- AR > N {tker > 3} +oa(1).
F j=1

On the other hand, by Corollary 8, we have

[Err(tTesr, D)% _ IEre(tTes, D)7

A~ AR
1 Tuy 1 Tu
= O N Stk + o Y AT +oa(1)
1AllE = IAlE 5,

1
=1- AT Y N {tker = 3} + oa(l).
J

—

Proposition 9. G,,;; implies that
[Err (tTer) |17 1 & 2 1
—1— N1{tkeg > =} + 0a4(1),
IA]% IAlE =" A
for
e (0, 00), a€0,0.5) P {Qw(l) a € 10,0.5)
(0,00)\ {j*:j €N}, a>0.5, " a(1), a>05.
Proof. We recall that
Do Aenied(tAcn) 0 Aczzexp(—tAcz) _ |21,
L Iru — GXI)(—If,AeJl)7 z Idfru — eXp(—tAe’22)7 ’ Z2 ’

and
—Acexp(—tAe)

Err(tsc) =
r(tsc) I; — exp(—tA.)

Acexp(=05tAe) (|Allr , v Acexp(—tA.) ! Acexp(—0.5tA,)
I —exp(—tAc) \ /75 I; — exp(—tA,) I; — exp(—tAe)

B Err,., (tsc) \;%GWJZ (tsc)
N \;TLSGW,12(1"SC) \;TLSGWQQ(tsc) '

Note that by Proposition 35, in the time scale we consider we have 1;Todf(fl) < Amin(D2) <
Amax(D2) < 77— The by using (E.1),

off ©
7Aeff eXp(ftAef-f)
I, — exp(—tAen)

Err, (tsc) =

Acrexp(=05tAet) [ O() 7 Acexp(—tAw) A exp(—0.5tAegr)
I, —exp(~tAer) \L2le 4y S T —exp(—tAeg) ) I, — exp(—tAeg)
By Propositions 7 and 8, we have
(rsAr)
[Err (tTer) I3 1 2 1
-1 N1 {theg > - 1
AT AR 2 5 tnen 2 350 eulh)
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for

(0, ety a €10,0.5)
te ( °“1 (D.4)
(0, T“;;:) J\{j*:j €N}, a>05.
To extend the limit for ¢ > %, we observe that
* ||[Err (¢)||% non increasing since it corresponds to the objective under (GF).
* The global optimum of (GF) and the previous item with (D.4) guarantees that for ¢ > %,
(rsAT) 9 (rsAT)
1 Err (tTe 1
1—722@1{1&%32%%” rr( f)”Fgl 5 ZAQR{tnegz 3} +oa(l).
1Al = 7 (Al Al 4
Therefore, the statement extends to ¢ > % O
D.4 Proof of Theorem 2
We redefine the time-scale and effective-width as:
r*/n, «a€][0,0.5)
tse =1 SA ) eff = ) Te = Re sA log d/r,.
VAl o= {000 1 = R /75 Al log
and
N a € [0,0.5) S RUNC log” /*d)Ar], «€[0,0.5)
YT Mlog®td], a>05 I EO a>0.5.
We consider the learning rate and fine-tuning sample size given as
1
1 | 7a1cs , a€l0,0.5
= = { T lee PAHd/T) { ) and Np; = 72 log® d.
d FIaTE | 0g18 a>0.5
We define the effective learning rate 1 and the hitting time 7y;; as follows:
2 A2GAz |2 1 . 10
1’]:777/ s ﬂlit:: tZO‘l—H ° tQQHFS Z )\5—"— T .
[Alevrs AR AR, 2., lgtd

We note that bounding 7y;; suffices to derive sample complexity since by Proposition 11, we have

|A2G A3 |2 O(1)

final <1-— )
RW:™) < AR logd

The main statement of this part is as follows:

Proposition 10. The intersection of the following events hold with probability 1 — o04(1/d?) —

Q1/r2):
1. We have
« 3
T (rs(l —log™/*d) A r) log (WM) , a€0,0.5)
Tnit < 54 :
211 7S log< O%ﬂ) , a > 0.5.
2. Fort >0,

o A(tTeg, 0;) = L{ntkes > )\—13} + 04(1) for t # limg_ o0 m and j < 1y,.
© JAIE — A2 Grr A2 = 1= 0 ML {ntker = 3} + 0a(|A[3):
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Proof. By using Lemma 1 and Corollary 5, we have with probability 1 — 04(1/d?) — Q(1/72):

211 ( s(1— log%ld) A 7“) log (‘“%jsd) , a€1]0,0.5)

7-bad >
= dlosl3 d
g log (o2 d) a> 0.5,

where Tpyq is defined in (F.14). Given the lower bound, by Proposition 14, and the third item of
Proposition 15, we have the first item.

For the second item, by Proposition 14, and Proposition 15 (for the lower bound) and Proposition 16
(for the upper bound), we have for r,,, X 7,, dimensional top left submatrices G 11 and Ay,

1
105;1 exp( QtT]All) =+ 1

Curs
— Od(l) j Gt711 j < " exp (2ﬂtA11) A 1> +Od(1), (DS)

and

|AF - 1At GAt ||F>ZA2( — G exp (2ntA) ) | — oul|IAl1F)

=1
Tu* 1 2
IAIF - A2 GA? | < MY N2 + 04(||A|E.6)
i= (r,§r)+ Z c]h eXP( 2tn\;) +1
for
Ts 1—10g /Sd AT log M , a€ 070.5
b= 2n< ( dlog' d ) ) ( ) | : (D.7)
7 log (st o> 05,
where

2
1 1 /2
o {25 (1+%). acpo0s) Co— log d, a€l0,0.5)
15, a > 0.5, 15 a>0.5.

The high-dimensional limits of the alignment and risk up to the time horizon in (D.7) follow from
(D.5) (for the alignment), and from (D.6) (for the risk) by Proposition 36. Proposition 21 then allows
us to extend these results beyond the time limit in (D.7), yielding the full statement. O

D.5 Proof of Corollary 1 and Corollary 2

Finally, we derive the scaling of prediction risk under power-law second-layer coefficients. Since
Corollary 2 is a rescaled version of Corollary 1, we will only consider the latter.

Proof of Corollary 1. We will prove heavy and light-tailed cases separately.

1
Heavy-tailed case (o € [0,0.5)): We define C := ((1\/_%5) “. We first fix a (C)® >t > 0.

By Proposition 9, for any d > €., o (1), we have with probability at least 1 — o(1/d?)

1

= ro +o
R(trlogd) =1 — AT doNn{s > S5 4o,(1)
1=1

=Ra((CH™)

where we define Ry4((Ct)=) to isolate the main term and make the dependence on the ambient
dimension explicit. By using A; = 5~ in the indicator function, we can rewrite

Ra(t)=1— % im{u +o0g(1))t > 1}
[AllF & "

—2a

We define a sequence of measures supported on {j/r : j € [r]}, where pq{’} o j for

7 =1,--- r. We observe the following:
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* 11g converges weakly weakly to a limiting probability measure y supported on [0, 1], with
cumulative distribution function

72 c<1

)
* Moreover, the risk can be expressed as
Ra(t) =1— (1% 04(1)Exmp, [1{(1 £ 04(1))t Ap > X}]
By the Portmanteau theorem [Dur93], it follows that for any fixed ¢ € (0, ¢),
Ra(t) — 1 — 1722,

almost surely as d — oco. The almost sure convergence follows from the Borel-Cantelli lemma
[Dur93] applied to the failure probabilities.

To extend this result to ¢ > ¢, we observe that by (GF), R4(t) is non-increasing and inf;>o Rq(t) >
(1 — pl1729), — 04(1). Hence, for all ¢ > 0, we obtain

Ra(t) = (1 —t'72") V(1 - '),

The desired result for a fixed ¢ > 0 follows by a change of variable. Finally, since the risk curves are
continuous in ¢, the almost sure convergence extends to all £ > 0 pointwise.

Light-tailed case (o« > 0.5): For this part, we consider the probability space conditioned on G;,,;+
which holds with probability at least 1 — o(1/r2). We define

Z = Zj_m, C = (rZ).
j=1

We first fix at € (0, (Cry)®) \ {j* : j € N}. By Proposition 9, for any d > Q,_ (1), we have ,

R(tlogd) =1 — IR YN > Y 4o,(1).
=1

Q=

=Ra((Ct)=)

By using A; = 7~ in the indicator function, we rewrite
1 &
Ra(t)=1- AR Z A1{(1 £ 0q(1))t > j}
Fi=1

We define a sequence of measures supported on N, where 114{j} o< j72*forj = 1,--- ,rs. We
observe the following:

* ug converges weakly weakly to a limiting probability measure i supported on N, such that
. -2
,u{]} =1 z -
* Moreover, the risk can be expressed as

Rd(t) = EXNMd[]I{(l + Od(l)lf Vrs < X}]

Since t ¢ N, we have
Ra(t) = p([tV rs,00)).

By observing that ([, 00)) € ©(t'~2*), the result follows for afixed ¢ € (0, (Cry)*)\{j* : j € N}.
Since the limit is piecewise continuous and non increasing, it is sufficient to take a union over
t€{0.5,1.5,--- ,rs + 0.5} to extend the result for all ¢ > 0. O
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E Details of the Fine-tuning Step

In this part, we describe how to efficiently solve the empirical risk minimization problem used in
the fine-tuning step of Algorithm 1. Recall that this step aims to find a rotation matrix 2 € R"s*"s
that aligns the learned features with the teacher directions by minimizing the empirical loss over Npy

fresh samples:
Nr¢

Q, = argmin ZL(WtQ§ (Tesjs Yeas)) (E.1)
QeRre xre =

where each sample loss is given by

1 1 2
L(Wi; (@145, Y1+5)) (yt+j'_ “‘*TT(flflT‘WQT($t+jwz;j-lb)‘WQ)) :

T 16 s

Let us define A; .= W, (x4 2/, +; — La)W;. We observe that the loss becomes quadratic in the
symmetric matrix positive semidefinite matrix S := Q€. Then, the fine-tuning objective reduces
to a standard least squares problem over the cone of symmetric matrix positive semidefinite matrices:
Nr¢

1 2
S, = argmin Z (\/7‘75%4-]‘ - Tr(SAj)) . (E.2)
SER"sXTs 2NFt .
Jj=1
S=8"8>0
::Ft(S)
For the following, we also define the global minimum of the least square objective in (E.2) as:
Sgiob = argmin Ft(S). (E.3)
SeR"s X"
S=sT

E.1 Characterizing the Minimum

Since the fine-tuning objective reduces to a least squares regression problem over symmetric matrices,
we can write

Ft(S) = Ft(Sglob) —+ TI‘((S — Sglob)L(S — Sglob))
where L is defined as the linear operator acting on symmetric matrices via

Nrg
1
L(S) = N ;Tr(SAj)Aj,

which corresponds to the empirical second moment operator associated with the covariates A ;. We
note that the operator L is self-adjoint and positive semi-definite on the space of symmetric matrices,
and we can write the characterization in (E.2) equivalently

S, = argmin TI‘((S — Sglob)L(S — Sglob))-
SER"sX7s
S=ST.5>0

We define the projection on the cone of symmetric positive semi-definite matrices as:
N(S) := argmin ||S — S||%.

SER"s X7s
S=ST.5>0

In the following, we will show that the operator L is close to the identity, and thus, S, is close to
Mo L(Sgion). Before proceeding, we make the following observations:

» We observe that by the first-order optimality condition applied in (E.3), we have
Nry

Ts
L(Ss10b) = WQ D uriA; (E.4)
j=1

* By the generalized Pythagorean theorem [Bub14, Lemma 3.1], we have
1S. = Mo L(Sgon) 7 < 1185 — L(Seion) |7 — M © L(Sgi0n) — L(Saton) I
= Ft(S*) — Ft(l‘l o L(Sglob))
— Tr((S* — Mo L(Sgion))(L—1d)(Sx+ Mo L(Sglob))), (E.5)
where we use Id to denote the identity map on symmetric matrices.
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E.2 Computing the Minimum
We define the approximate solution for (E.1) as:

1
2

Q= (n 0 L(sglob)) : (E.6)

where S — S'/2 denotes the square root operator on symmetric positive semidefinite matrices. Note
that the approximation in (E.6) can be computed by taking the spectral decomposition of L(Sgiop)
given in (E.4), which requires O(dr?) including the computation of L(Sgiop,). This is negligible
compared to the feature learning phase, whose complexity scales as O(T'drs). The following
statement shows that €2 is sufficiently close to the fine-tuning solution 2*:

Proposition 11. Suppose Ny, > r? log® d. Then, with probability at least 1 — 2d~3, the final risk
incurred by W2 is close to that of the optimal fine-tuning solution:

Lo, ARG o)

Q) < Q. :
ROV = W) * 100 =1~ AR logd

E.2.1 Proof of Proposition 11
We define the operator norm of L as

L= sup [L(S)|F-
SER"s XTs
S=sT

We consider the intersection of the following events:

s IL=Id]2 < ﬁ

2
1 Nry 1 T T 1
’2NFt Zj:l Yirj Aj — AT W, A8 W, F =< logd*

We note that for d > (1) the first item holds with probability 1 — d=3 by Proposition 31, where
we choose C' = 5 and u = log d, and the second item holds follows with probability 1 — d—2 by
Proposition 32 where we choose C' = 16. Given the events, we have

A 1 Vs T T ? HA%GtA%H%
RW,Q) = —|[MoL(Suep) — Y->W, @AW, - e e

( t ) e © ( gl b) ||A||F t t » + ( ||AH12:‘ )

@1 Vs i IAZG A% 3

< —||L(Sgop) — X—W,0A0TW,|| + (1 - —_1F

N [Alr ¢ e ( B )
(2 1 R(W,Q
< @ + R(W ).

where we use the convexity of the cone of symmetric positive semi-definite matrices in (a) and the
second event above in (b). By using (E.5), we have

S = Mo L(Sgiob) [l p < [IL = 1d[[2[[Ss + M o L(Sgion) [ -
Therefore,

1+|L = Id||2

Sdlp < —rm—ar
H ”F 1—||L—|d||2

1Mo L(Sgion ) 7,

and thus,

2/|L — d[|2 ][ © L(Sgon)l| = 157
1—||L—Id]2 ~ logd

where we followed the reasoning in (a)-(b) to bound ||[1 o L(Sgion) || F in (¢) . Therefore,

1S: = o L(Sgion) || p <

1
R(W,Q,) = —

S

||A%GtA%||%)

2
5. -V W, A0 W, »
A%

F

+(1-



2

Mo L(Sglob) — ﬂWtT@AG)TWt

2 5 2
< —||S« — Mo L(Sgo —
— Ts” © ( gl b)||F+ s ||A||F

F
|AZG A% |3
+ (1
( AR )
1 1,9
<00 IMMGALy
logd HAHF

F Deferred Proofs for Online SGD

F.1 Preliminaries

We consider

r R 1 Ts
)‘j ( <0j7 il)t+1>2 — 1) + €t4+1 and y(Wt; :I:t+1) = Z <wt7j, CEt+1>2 — ].,
=1

Yt+1 = 77
A
H b3 i j=1

3

where ||€;41]/yp, < 0. Weuse §41 = §(W,; x,11) and consider

* The loss function is L(Wy; (Te41, y141)) = 15 (Y41 — gt+1)2

* The Euclidean gradient is VL(W;) = ﬁ% (yt+1 — ytH)thmL_th. Therefore, we
have

—1/4

Vs

+ We recall that G; = @ TW, W, ©.

Vs L(Wy) = (Io = WeW,") (ye41 — Deg1) ez Wi

Then, (SGD) reads

__ 4 X
Wi =W, + 17//77 (ILi = WW,) (yes1 — e Besr 2 We
=VsLtt1
~1/2
Wir = Wy (1. + T8 gyt
11 = Wi | I, + —— VgL 1 Vsl . (SGD)
5 N e
=Pit1

We observe that
2 16 7]2 16

N2
(Yes1 = Ger) W @)y (1o — WW," ) @) W,

t+1 —
S S
2
n</16 . 2
= r/ (g1 = Gi1) | (Ta = WeW,) o [3W, o[, W
S
Let
2 2
n*/16 n?/16 . 2
Chyr = Pl == (Wesr — 1) 1 (Ta = WoW,T) @y |[31|W, 4 |5
S S

Ts

—1/2
We define P, = (ITS + n’/16 Pt+1) and since Py is 1-rank, we have

/16 _Pri1
rs 14ci

2
P, =1, -

We let
Mt = @TWt and Mt+1 = @TWtJrl.
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We have

N 4
M1 = M; + ?/%GTVStLt-&-l-

By recalling that G; = M;M,", we have
Gy = My M/ + My (P2, — 1,,) M),

4 4 2
— G+ %MtVStLLl@ + %@TvSth MT 4+ 12r © Vs L1 Vs L], ©

s M, P M,
1674 1+ciy,y '

‘We have
2

vStLt+1 = m

(I — W,W,") ©A® "W, + (Vs Lit1 — Ei [VsiLit] ),
Therefore,
©'VsLi 1M, = ﬁ@T (I.- W, W,") @A W, W,"©
+ O (VsiLis1 — E¢ [VsLisa] ) M,
2

~ Ale (I = G) AG, + O (VsiLy1 — By [VsiLia] ) M,

Hence, we have

n/2
Gt+1 = Gt + W (AGt + GfA - QGtAGt)

2
+ \n//FsSym (© (VsiLit1 — Et [VsiLiya] ) M)
2 2 M 1]
n . T n Mt+1'Pt+1Mt+1
® L L .6 -
+ 167 VaiiVsibin 167 1+ciyy

On the other hand,

. . 4 4 !
M 1P M), = (MH- Z%GTVSILt+1>’Pt+1 (Mt + n/\/E@TVStLt+1)

2 2
= M,P1 M, + 17//7783’111 (©'VsLi1 Py M)+ 1Zr ©'VsLi1Pi1 Vsl O,

We collect the higher order terms in a single term defined as follows:

2 ° P
Rl = 0B St 0 - 1o [ o

: s t+1
3 L

—T__Sym (@TEt [W] MJ)

3273/ 1+c,,

s O'E, VsilentPriiValini | g
25612 L4 cfy

We collect the noise terms in a single term defined as follows:

2 2
\77/%11:&+1 = n\/%Sym (@T (vStLtJrl —E; [VsiLyi1] )MtT)

2
_n M, 'Pt+21 _E, 'Pt+21 Mt-r
167, T+eci,y T+ciyy
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+ T6r e’ (VStLt+1VStLtT+1 — K [VStLt+1VStLtT+1]) O]
7 Sym (@T <vStLt+12Pt+1 R, |:vStLt+12Pt+1:|> MtT>
32,/ L+ L4y
_ 774 (_)-r VStLt+1'Pt+1VStL2—+1 _E vStLt+1Pt+1 VStLLl 1)
25612 1+c7, ‘ 1+, '
With these definitions in hand, we have
n/2 n/2
= A A -2G(A 50
Git1 =G+ IIAIIF\/E( G+ Gy GAG;) + Ry |[Gy] + .
F.2 Including second-order terms and monotone bounds
For C > 1, we define
nd nd ;
Ay, =A-C|Allp—=I, and A,, = A+ C|Allp—= (F.2)
i 1 Y
We recall the definition of effective learning rate 11 = #ﬁ . By Proposition 17, we have
2
Gt+1 = Gy —|—T](1Xg1 G+ GtAgl — QGtAGt> — 7—[] ||AHF I + \//—Vt—&-la (E.3)
C n/2
Gt+1 < Gt +T](Auth + GtAul 2GtAGt) + 5 —nN ||A||F SI + \/7Vt+1. (F4)
F.2.1 Heavy tailed case - « € [0,0.5)
Proposition 12. We consider o € [0,0.5), == — (0, 00] and n < dlog4d 2. We define
V" =2AGA? — Ay, and Vit :=2A2Gy A% — A,,.
For d > Q(1), we have
A+011r4dI =Ny, = A=Ay, - A— 7;1r (E5)

and

-1
n _
Vi z Vi (I m‘ft > +nA7 — Cn?|AlRr A

-1
+ + + 2 2 2 M A2 1
where the bounding iterations are monotone in the sense defined in Proposition 4.

Proof. We first note that since ||Al|p = 72~ for o € [0, 0.5), we have

nd e
Alp—= < ——
| HF\ﬁ og'd
Therefore, (F.5) holds for d > (1), which implies
_ + 017“_&
IV lla VIV lla <1+ ———, forall teN. (E7)
log™d

Therefore, the monotonicity follows from Proposition 4.

For the remaining part, we introduce the following notation, K; = A3 GtA%. For the lower bound,
by (F.3), we have

C
K 1=K+~ (Ael (2K — Aél)Z) - 5‘12”A||12?7”5A
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By multiplying both sides with 2 and subtracting A,, from both sides, we have

Vi = Vi (V)2 A2 — On?AlRrA + —=Adu Al
Vs

@ Vi w2 L+ v 71+nA2

=t 11t "T1-11q? G

— On?|[ A3,

-1
_ n - 2 2 2
=V <I’r + m‘/t ) +nAz — O l|Al[FrsA

where we used (F.7) for (a).
For the upper bound, by (F.4), we have

n/2 \ 3 1
Az Az,
. Vit1

C
K 2K+~ (A2 - (2K — Au1)2) + 5n2IIAII%rs
By multiplying both sides with 2 and subtracting A, from both sides, we get

Vi 2 Vit —n(ViH)2 4 nA2, + Cn2||A|2rA + %A%I/t+1A%

t+1
@w—i(vﬂ? IL+—1 vt +nA2
-t 141t 1+11 t 1
+ Cn?||Alrs

-1
n T AZ :
= ‘/;5+ (IT + th’]‘/t+> +T]Ail + CUQHAH%TSA + ﬁAEQVtﬁ’lA'&Q’

where we used (F.7) for (b). O

F.2.2 Light tailed case - « > 0.5

We introduce the submatrix notation
G G v v A 0 A 0
G, = tT,11 t,12 v, = t_,rll t12) A 11 Ay, = 0,11 ’
G2 Giao Vita V22 0 Ay 0 Ay, 22

where Gt 11, V11, A11, Agy 11 € R™ ™ for r, < r. Similarly, we define the block matrices of A,
as Ay, 11 € R™*™ and A, 2. We can write iterations (F.3) and (F.4) for the left-top submatrix as:

Gii111 = G +T](A€1,11Gt,11 + G110 11 — 2G 11 A1G 11 — 2Gt,12A22GZ12)

C n/2
- *n ”A”F rsd., + —=Viy111
N

Giy1.11 =2 G +ﬂ(Au1,11Gt,11 + G111 — 2611 A 11Gr o — 2Gt,12A22GtT712)

(E.8)

C n/2
+ PR 2AErs Ly + —=Vii1,11-
\/ S

The following statement is analogous to Proposition 12 in the case o > 0.5.

(F.9)

Proposition 13. We consider o > 0.5, s < 1, and

1 1
<« ———— and r, = [log*®d].
TS Qog? dr2e u = [log™"d]
1 1
We define VtJr =2A7 G 11A ] — Ay, 11 and

V7 =2 (An IS _H)a )2 G (An—mbu)

1
2

1
~ (A= gl
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For d > Q(1), we have
A+ WITU = Ayy11 = Aar = Ag a1 = Aqp — i1, (F.10)

r2te log?® d

and

-1
‘/:‘/-_ﬁ-lt‘/vt_(l-‘"1b+1—?7,m‘/lf_) +W(A€1,11 el ) —Cn?||A|[frs (All—mlru)

2

1
n 3
* Vs (All_mIm) Vi1, (All_mIru)

1 1
Vi =2V (Iru + i n V+) "‘ﬂAil,u + Cn?[|AlFrsAsy + Af vy A

o
VTs
where the bounding iterations are monotone in the sense defined in Proposition 4.

Proof. 'We first note that since 75 < 1 and ||A||r =< 1 for & > 0.5, we have

nd 1
A L 50
|| ||F \/} 12[',-(,1 1Og3 d
Therefore, (F.10) holds for d > Q(1), which implies
0.1 1

Jr
rita log3 d (ry+1)®

Vil VIVl <1+ . forall ¢ € N. (E11)

For the remaining part, we introduce the following notation,

1 1
K = <A11—m ) Gii (An—mbu) and K; = A?,G11A%,.

For the upper bound, since A2y > 0, by (F.9) we have
+ + oy 2 + C o n/2
Kl 2K+ (A2 - @K — Auwn)?) + Pl 2 AlfFrs A + \/—§A11Vt+1 nAf,.

By multiplying both sides with 2 and subtracting A, 11 from both sides, we get

1 1
‘/til <VE—n(Vh)?+nA; w11 T Cn?||Al|zrsAsy + }Aflyt-&-l,llAfl
8

(a) -1
n n
(V;")? (Iru + HW+> +"1A12“,11

+

<V —
-t 141.1n 1+ 1.1

1 1
+CT]2”A||%‘TSA11 + A121Vt+1711A121

e
Vs

-1
1 1
=V <Iru + H11V+> JrﬂAil,n + CM?||Al|FrsArr + Af v 1A

_n
VTs
where we used (F.11) for (a).

For the lower bound, we first observe that G 11 (I, — Gt.11) — GMQGI 12 = 0O since it corresponds
to the left-top submatrix of G¢(I, — G). Therefore, by (F.8)

G112 Gy 41 (Azl,nGt,u-i-Gt,qul,u—QGt,uAnGt,u—QGt,12A22GZ12)

C 2 n/2 2n
e N A A
n’|| ATy, +\FVt+1 HT )
()

=Gi11+m ((Azl,n - mIru)Gt,ll"‘Gt,ll (Azl,n — mbu))

(Gin (I, — Gyan) — Gt,mqu)

C 2
- QHGt,u(An—m I,)Gi 11— 5N YA oIy, + \//>Vt+1 115
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where (b) follows by Ags < I, . Therefore, we have

I
(rut1)>

Ko m K745 (R = b L) = QK7 = (A - 1))

C
- 5112\\1‘\@%(1‘11 - oo dn)

n/2 1 1
+ \/E(All - (rqurl)a Iru) 2Vt+1,11(A11 - 7(TUJ1F1)QI“) 2,

By multiplying both sides with 2 and subtracting Ay, 11 from both sides, we get

_ _ _ 2
Vi = Vo (Vi) +n(A 1 — gogye In,)” — Cn? A s (A — e L)

n 1 3 1 3
+ ﬁ(All - (ru—l-l)aITu) Vt+1,11(A11 BRCEDE Iru)
(¢) -1
— n —\2 n — 1 2
= Vi - m(‘/t ) (Im, + m‘ft > +0(Ae1 — g Le,)
- Cn2||A||%7"s (All - mbu)
n 1 1 1 1
+ ﬁ(An B CESYE Iru) R ZTERE (Au e Iru) 2
n ! 2
_v- L _ 1
—Y (I EESETAG ) Ao = e )
— CT]Q”AH%TS (All — ml’ru)
n 1 3 1 3
+ ﬁ(All - WIW) 21/7:-~-1,11(A11 - WIT“) 2,
where we used (F.11) for (c). The monotonicity of the update follows the same argument in the
heavy-tailed case. O

F.3 Definitions and bounding systems

To avoid repetition in the derivations, we introduce the following unified notation:

rk € {r,ru}, G €{Gt,Gi11}, Vi€ {ve, v}

where each variable will take its first value in the heavy-tailed case and its second value in the
light-tailed case. To avoid repetition in the following sections, we make the following simplifications
by slight abuse of notation:

{Agl, a €10,0.5)

A, a € 0,0.5)
I.,, a>05 and A, ¢ {An -

1 1
T (rof1D) (MT)QL«“, a> 0.5

and

Aw,, @ €0,0.5) A, acl0,0.5)
Au 12 Y d Au ) )
1 {Au1,117 a > 0.5 an 2 {A117 a > 0.5.

The dimension of each block is ,, < r for &« > 0.5 and r for a € [0, 0.5), from which readers can
distinguish the light tailed case from the heavy tailed case. Throughout the proof, we will also use
constants kg € 0g(1) and C' € O(1) that will be specified later. Moreover, we make the following
definitions:

* Noise sequence. For v, = 0, we define the noise sequence v;_ | = v, + \"//TEVH_L
» Reference sequence. For Tj = K‘il“ Iy, we define the reference sequence

3kg+1 5
Ty =T, +2(1—2 Ap T, — —KdT 2 A
t+1 ++2( Kd)ﬂ( oLt (1 — 2rg) 2 t)
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* Bounding systems. We define the lower and upper bounding recursions as

-1
<1+2Kd>vt) +n<1+2Kd>< A7,

~ 2
V. =V, (1, +1 — Cn||AljArsA F.12
Tt T = ( T 1o 1—1.2n \ (1+2kq)? 1Al él) (E12)

(1 - 2kq) Vt) ‘1+ n(1 — 2xq)

= = n A"lQL A 2
Vio.=V. I L Cn||Al|frsAy, | . (F13
t+1 t('” 1+ 1.2 1+ 1.2 ((1 z + CnllAfEr > E13)

— 2Kd)

where the iterates {V, };en and {V; };en are functions of the bounding sequences {G, };en and
{G}}+en as following:

1 1 A
K,=A.GAj and V, =2K, — +521Kd and G, =< Gy — Ty,

_ 1 _ 1 _ _ A _
K, = A2,GiAZ, and V, = 2K, — T u21K and Go = Go + Tp.
— 2Kq

* Stopping times. We define a sequence of events {&; }¢+>0
{~karFT 2, 2k F L0 -k3r T, 2 by, A 23T}, ae[0,05)

5t i —o —o 2 1 1
{kari T 2w, 2 kard TN{ 5T 2 Afw AL, 2 5o T} a > 05,

M)

4 — 4

We define the stopping times
Tnoise(w) =1nf {t > 0 |w & &} Ad® and Tooundea = inf {t > 0| [|Gyl2 V [|Gyll2 > 1.5},
and
Toad = Tnoise A Toounded A {t > 01 [ Ty||l2 > 1.2kq}. (F.14)
The main result of this section is the following:

Proposition 14. Let kg satisfy (F.15) and consider d large enough so that kg < %. Under the

learning rate conditions considered in Propositions 12 and 13, we have for C > 1V Q(1)
GinTros + TenTows T YinToa = GitnTos X GinTow = TinToa + Vin T

Before starting the proof, we provide an auxiliary statement.

Lemma 4. We consider the learning rate conditions considered in Propositions 12 and 13 with

1
—, a€|0,0.5
Kg < {‘;’5# 0.05) (E.15)
lOuW’ a > 0.5.

The event & implies for d > Q(1) and t < Tpoungea N {t : | Tt||2 > 1.2x4} that
1 1
1. —3KdAZ21thA€21 = Aélzt + gtAgl
1 1
2' Aulzt +ZtAu1 j 3KdA7il EA’Sl

i 1,2 K2
3. (A;zgtAjz) = TdAngtAgl

1 1
4. (AZLvAZ)° < KA, TA,,

=t =1
Proof. For notational convenience, we define v, := T, 2 v, T, ? . We initially observe that & implies
for o € [0.0.5) that

~ - 1 -
Al/t + l/tA = KinA + 72A71 (
Ka

A
- - 1 = 1. 1\2 1
AT+ DA = —K3A — AT (Afutm) A7 = —k2A — k2r O,
Kd



For o« > 0.5, these bounds become

2 2 2
K 4 =1 . 1\2 =1 K K o
AL+ AT (AflutAfl) A = Ay + e,
d

Anvy 4+ DAy 1

PN

2 _ 2 2 2
K _1 4 =t L1 Ky _1 Ky _
SNy - DA (AflutAfl) AT = R ST T

Anvy + v Ay “ "
4 KZ 4

Y

In the following, we will use these bounds. For the first item, we have

e (KdA-‘rKdT oI, 477 nd I) a € 10,0.5)
ki (S A0+ 5oL, CJAR L), o> 05
t —3KdAgl.

Aélﬁt +§tA€1 t

For the second item, we have

Ky (KdAJr kar—I, + 1% C||A|| nd I) a €10,0.5)

Auli;t + lA}tAul j d
g (TAU + 5oL 41 Cf|Allp 2T ) . a>05

Vo
= 3|<dAu1 .

1

For the third item, we immediately observe that (A utA ) XAy 2A2 Therefore,
_TlA% ZA% _Tl A% ~2A% Sk*OéA < K3A2
T2 Af v AL T = 12kgAf VA, = 1.2kyr 2 = By
For the fourth item, we observe that

1 1.2 1 1 0.1rk™® 1 1
(A’IiQZtA’Liz) = A’izztAuzgtA’az j (1 + 10g3d> Aug ?A

Therefore

0.1rk™ @ 21 1oL 9,1 3 e K2 o
1+ 2 VT T ALVIALTT < 1.25kgALD2AL, < 1.25K3rk A, = S2A2,

log® d
O
F.3.1 Proof of Proposition 14
Proof. For the proof, we introduce the following notations
1 1 — 1 1 1 1 _ 1 1
¢, =2A7vA7 and & = 2A%,u AL, and B, = 2A7 TiA;, and B, == 2A%, T/A,.
Using this notation, we obtain:
2(1 = 2xg)m 1.5kg +0.5 o 9
B, =B, +—— (A -——B 10 A F.16
D41 = 2t + 1_ 1111 01 2¢ Kd(l — 2Kd)7t + 10n"Kq 41 ( )
_ _ 2(1—2xg)m _ 1.5kqg +0.5 55 9
By, =B+ ———"—|A,Bi——B 10 A, F.17
B T T B —ay B ) Tk BT
Before proceeding with the proof, we observe that the following inequalities hold:
-1 -1 1 -1 -1 1
IAZ A ll2 < 1, G Asllo € 5 and AL} Ay, ll2 < 1, A7) A l2 € ——57
log* d log? d

These bounds will be used in the following whenever we apply Propositions 29 and 30, without
explicitly restating them each time. We will establish the upper and lower bounds simultaneously for
rk € {r,ry}.
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Upper bound proof: We will use proof by induction. Specifically, we will show that for ¢ < Tpad,
2kg Ay, 2kq Ay,
1-— 2Kd 1-— 2Kd
Since the base case holds at ¢ = 0 and Tyaq > 0, it remains to prove (F.18). By (F.6), we have

VE<V,+¢ - B+ Vi 2 Vi + G — B + (F.18)

-1
_ KdA mn — KdAu
Vi = (Vt +¢ B+ ) <Irk+M(Vt+ct B+ 1))

1—2¢ 1— 2k,
n 1 1
+nA’l2Ll + Cn2||A||FrsAuz + ﬁA52‘Vt+1A52
7 N\ 20 A 112 N A3 3
V 1n ‘/t +nAu1 + CT] ||A||FTSA’U2 + FAU2VH-1A“2
—1 —1
_ 2Kkq A, mn — = = 2KkgAy,
B I L + ————— - B ! .
< 1+11Vt> (G =Bt = 2Kd)< kJr1+1.1n(VHCt T o)
(E.19)
By using Proposition 29, we have for ¢ < Tpaq
-1 —1
T] X / s D, 2KdAU1 T] W s D, 2KdAU1
I+ —V; —-Bi+ ——) | I+ ———(V; — B+ —
( 1T t) (G t+1—2|<d)( TVt e Bt )
= o 2KdAu n ¥, = >, 2KdAu
< (¢ -B L) - V(& - B, + 2dln
- (Ct et 1—2Kd> 1+1.1n t(Ct et 1—2Kd)
2 2,2
n - — 2kagAu; \ & | - _ 2kqg Ay, nN°K; o4
-1 _(¢-B v — - B L R 7
1+1.1n<Ct t+1—2.<d> ‘ 1+1.1n<Ct Ay +(1+1-1n)2 t
2n2/k3 o 2kgAL P n?k2 - 2kgAy, \ =~
- B e —d vV, B ! V
T armeE \& TP T ) T ae e G- T o
2
| _ _ 2kgAi, \ & ([ = _ 2kq Ay, 3~
1T _(¢&-B V(¢ - B, + 20w CiA,
+(1+1~1ﬂ)2<t t+12Kd> t(Ct t+1*2Kd +N7C1y,
2 3 2
n ~ > 2KdAu1 n ¥ ~ > 2KdAu1 =
- B+ — — =V - B Vi
(1+1.1n)2 ( to et 1—2cd> T aTIme t<Ct T o,
for some C; = O(1) . We have the following: First:
_ 2k Ay, 2 2kqA,, _ (a) _
KdV; +KdV{£< t— Bt+1j2zd> Vi+V; (Ct Bt“!‘lglm()‘/;:j 4Kdv;52
@ 114 1.1In 72,
151412 "
where (a) follows by || V;||2 < 5 and ‘ ¢ — By + 2KdA”1 < 2.5k4, and (b) follows by kg < %.
2
Second,
2KdAu 2KdAu 2KdAu
B, + " B, + ")V, - B !
d<Ct t+1 2Kd> (Ct t+1 9y ) ! G — t+1*2Kd

S = 2kgA () 3 . 2Kk A 9 36
Shdu ) g 2 B w) < = B?) + —— A2
+(ct+Bt+1_20d) = Gt — t+1_2d = 5(Q+ )+ e

where (c) follows by ||V;||2 < 5 and H(ft - B + 21'(_‘13:;1

_ [~ 2kgA, = 2kiAw N e (= = 2kgAu )P
— — — -B L V,— - B L
W(Ct Bt+1—2Kd> (Ct H—l—QKd t Gt L+ 1 2xy

< 2.5k4. Third:
2

9|/K?l 2 2
+ — + B
14+ 1.1n <Ct t)
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_ _ _ _ 4K _ _ _ _

~2(Kii + G Ko) + 2K, B, + BKy) — 2de (KA, + Ay, Ky) +3(C + B?)
- — — — 4Kd 1-— Kd

+ (A, Gt + GAw,) — (A By + BiAy, ) + (1(2,%)2) w1

(d)

4K _ _ 4kq(1 —
= 8kaK7 — szd(KtAul-i-Auth)-i‘ al = ka)

2
(1—2Kg)2

_ 1 _
— (2 — 4kg) Ay, By + (3 + K> B?
d

_ 2 _ 1\ -
=2k V2 + : Kd A2 — (2 —4kq)Ay, By + <3 + K) B2,
- d
where we used Proposmon 22, and the second and fourth items in Lemma 4 in (d). Therefore, we
have
_ _ 2 _ 1 1-—2k _ 2kqgA
®19)=<V (Lot — ) 4 20 po 1 (1= 2xn 24 ZdZu
1+1.1n

1+1.In " 101 +1Im)(1+1.2n) © " 1— 24
+ A, + Cn||A|ErsAn, ) + ¢
1+ 1.1 \1—2ky n FTs sy t+1

2(1 — 2kq)M - L5kg+05 -,
1+ 1.1n T (= 2kg)

(e) _ N\t A2 .

o n(1 - 2xq) n u 2
<V, ( I+ ——Yy, 1 Al27A,
- t( e ) tirion 1—2Kd+0“” s A,
2Kd/lxu1

1— 2Kd

+ Ct+1 + Bt+1

2Kdlxu1
1— 2Kd t+1,

where we used Proposition 30 and (F.17) in (e).

< Vg1 + o +

Lower bound proof: Similar to the upper bound proof, here we will show that for ¢ < Tp,g,
2 Kd_/‘\g1
Vot B T

2Kq _
:> Vt+1 + Ct+1 Bt-{-l 1 + Agl ) t+1'(F'20)

Since the base case holds at ¢ = 0 and 7yaq > 0, it remains to prove (F.20). By (F 6), we have

— 2de‘\g1 n ZKdAzl -1 )
Yorn = (Vt By 2Kd> (Irk T et B ) i
e 1
- OT]QHA”%TSAIQ + ﬁAgZ\/t.ﬂ,—lAfQ

n ! 2 2 2 UG 3

=V (Lk + 1_m1Vt> + 1AL — On7l[AllgrsAe, + ﬁAéthAé
-1

2KdAg

k + ——— B, -

+(Ik+1 In ) (¢, +

—1
n 2k,
I+ ——(V, B, — )
1+2Kd)( k+1f1.1n(*’f+§t+*f 1+2Kd)>

(F21)

By using Proposition 29, we have for ¢ < Tpaq

n - 2kq Ay, n 2kaAg )
t———V B, — I+ ——(V B, -
(Ik+1_1.mt) (ct+ t 1+2Kd)< k+1_1.1n(7t+§t+ ¢ )

1 +2Kd
2kqAr n ~ 2kaly n?k3 4
> B, — ! B, L) — Vv
<Ct+t 1+2Kd> 1—1.1n Gt 1+ 2ky (1—-11m)2 "
2kaA 2kaAs, \
¢, +B Kq gy v, - ¢,+B Kd gy
1—1111 1+ 2Ky 1-— 1111 1+ 2kg
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2112/|<d 2KkqA g, 2 n%k3 2kgAr \ 2
— \% B, — L)V,
1—11 +B, - 1+ 2kq4 (1—-1.1m)2 " &+ B 14+2kg/) ¢
2KdAg 2Kd./Xe1 35
Taz )2(Ct+Bt 1+ 2« I)Vt <4t+Bt_1+2Kd —n A

2kA, \° n? 2kq Ay
B, - L V, B, - L)V,
1—11112 ¢ TB 1+2Kd> +(1—1.1n)2*t & t+EB -t

1+ 2Kd
for some Cy = O(1) . We have the following: First:

2KgA 2KkgA (/)
3V —xiV, (¢ ¢, +B:— d2£;> V,+V, (Ct+Bt_ 1 _ﬁ2£;> V, = —3.2kgV}

@ 11-1.1n
-—— V7.
51— 1.2n
where (f) follows by ||V, ||l < 5 and Hgt + B, - 2t
Second:

2 2kgAp \ 2 2cqAy 2k gAy
- = B,— 1 B, -S4 \y B,— 1
K3<Ct+t 1+2Kd) et B, )Y &

< 2.5kq, and (g) follows by kg < .
2

1+ 2Kd
2kgAs, P (M) —3 2kgAe, 2 <9 (o 2
B, L) = 22 B, - . >7( B)—36A2,
+<Ct+t 1+2Kd> oK ¢+ B 1+2xq) — K3 & +Bi G
where (h) follows by ||V, |2 < 5 and Hgt +B, — 21'11213; , < 2.5kq. Third:

2de‘\g1 2deXg1 2KdAg1 2
-V, (ct+Bt—1+2Kd>—(ct+Bt— o )Y (G B

1+2Kd
9ﬂ/Kd ( 2

5})

1—11 C+

4k
=2 (K¢ +CK,) ~ 2 (KB, + BUK,) + g (KA, + A Ky) = 3(C + BY)

4Kd(1 + Kd)lx2
+ (Ahgt +§tA€1) + (Aélﬁt +Et‘A‘el) -

(1 +2Kd)2
(%) 4Kkq 4Kd(1 + Kd)A%
= -8 K2 K, A A -
RS (K. An + Ac Ky (14 2Kkq)2

1
(2 4ka)ALB, - (3+ K) B
d
2KdA?
=9k V? - — 8 4 (2—4k))B,Ay. — (3 B?
KaVy (1 + 2xa) +( Ka) B Ay, < =+ Kd) by,

where we used Proposition 22, and the first and third items in Lemma 4 in (i). Therefore, we have

2 142 15 2
(F21) = V, <Ir+ 1“11“‘4) L 2N (1+2kq)m?/ ) Kq

A
1—1in "  (A-Llim@—12n)" 1+2kg
2
n V2% i~ 2
— Cn|| A2 A B
+ 1— 11n <1 +2Kd TIH HFT fz) +§t+1 +it

2(1 — 2xg)M ( 1.5kg 4+ 0.5 2)
t 7 |\ MBS B

1-1.In ka(l — 2kg) ™

€)) -1 A2 B
T](].+2Kd) n Y] 5

=V |\ I, + ———F7V 1 OnllA A

t( Tt ) Tioim (T nAlErsAe | +¢,.
2Kd

B, ——
+—t+1 1+2Kd 01
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2Kd
1+ 2Ky
where we used Proposition 30 and (F.16) in (j). O

=V +¢, , +Bi— Ay,

2t+1

F.4 Analysis of the bounding systems
F.4.1 Lower bounding system

In this section, we consider (F.12). For notational convenience, we multiply both sides by the factor
(1 4+ 2xq4) and use a generic learning rate 1, i.e.,
1

~ 1 1
Vi = Vi(Iu+nV,) " 4n (A7, = Cnl[AlrAy, ) where V, =207 G Aj, — A

The main result of this section is stated in Proposition 15. To establish it, we first prove an auxiliary
result, Lemma 5. For the following, we define

Ay
AA (RS 1) i,
— — I.

A= \[AZ — Cn|[Alir Ay, = disg({A}). D

2 d
By Corollary 3, we have
- —1
~ A Ai 1 A A~
G 1Ay +At,22 A 1A, 1A Aoy (Amz B 'k) n (A_ Ae1> n AAt~,112
=t Ay, Api2 Ay, 4 Ay 2 2A,, =0 Ay,

(F22)

where A, 11, Ay 12, and Ay o5 are defined as in (R.1) with A. For a = 0, we will consider {G,}ien
in the basis of G, without writing explicitly, which will imply that {G, }+cn is diagonal due to the
rotational symmetry for o = Q.

We further decompose {G, }+c nx and related matrices to isolate their top-left submatrices of dimension
rky € {rs,ru, }, where r, < rand r,, < 7, which we will denote as rk, < rk. The decompositions
are as follows:

G, G A An 0 D,y 0 21tk
= ’ A= . D, = : Z. = T
Qt |:Gt 12 Qt,QQ ) 0 A22 ) t 0 Dt,2 y lirk )

where G 11, Dy 1, A1y € Rk <%« We define

1 T
T L1k, L. + Dy Zyw,Zy
F Dt+ Zl rkZ1 ok — 109 1 Lk—; ' 105d ’
10 10522210k, 105Z2Z2 + Dy,
and
Ty Hu (T
Ft1:_|: iTll 1:1 12
(Ft )12 (Ft )22
whenever I'; is invertible. Lemma 5 is stated as follows:
Lemma 5. We consider the following setting:
T 1
€10,0.5): — — v € (0,00), L ——F—, Kg=—=+,
[ ) , p e ( ), M dri—alogld d log>? d
> 0.5 1 < ! K 1
« D re <1, _—, =
1 dritelog®d ¢ ry log®®d

Ginir implies the following:

e Fora > 0and K < rk, < rk, we have fornt < (K+ 1)*log (‘“%%'Sd),

1 Ay
ACA(RE-T0) ok,
2 d rks t,2 10g3 d

10g3d1< 0.5r, >(r5++11)a

D, ~ Ir —rky
= dlog"? d Kk
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e Forr, = Lrs(l - log%ld) Ar)andr,, =rs andnt < %(rk* + 1)*log (M), we have

A A (gt 2 Irk) Cirs T 0
T, >~ 5 4 | T8t " em -0, (F23)
7d10g2d rk—rk,
where
1 2
= a € [0,0.5) ( L)
o = 101 y and Cy — 21{1+ %) > a €10,0.5)
(1417»5 - lc;gd) ;o a>05 2, a>0.5.
Within the same time interval, we have
-1
A A(Af22—1) Cur,
Tt < ") o |estralu. 0 F.24
t - 2 + 0 —Cars I . (F.24)
d10g2d rk—rk*

e For o > 0, we have
1 -1
(T D = (Dt,l + 521k, ZIrh) ,

for0.001 > 6 >log @ d

re=|rs(1=0)Ar] and nt < 1 (?"S(l —V6) /\T)alog (C“%:'Sd» a € (0,0.5)

Tu, =75 and Nt < %r‘; log (‘“%].sd) , a> 0.5

provided that

d>Qp(1) Vexp (2.5078), a€(0,0.5)
d>Q. (1), a > 0.5.

Proof. For the first part of the first item, by (R.2), we have

14 [ A 1A [ A
Ay A (Tt n I ) Mg Lk @A Ay A (At T ) L2k,
2 9 e d = 2 d

Irka

Dt:

where (a) follows ) < *47=. Moreover, since AZ;A =(1- log%d)Lk, by (R.4), we have

N t

1 (Irk—rk* _TIAQQ) 1.3k47s

Dt?Q t (1 - 1 3d> N t R t dd Irkfrk* (FZS)
08 (Irk—rk* +11A22) - (Irk—rk* —T]A22)

We observe that
. t
Iy, — ﬂAzz)
( o Irkfrk*

o\t <\t~ 2tmA
(Irkfrk* + ﬂAzz) - (Irkfrk* - nA22) exp (1::17;‘222) — Tk,

: < r. )Wn'k*“’(iifl)“

o

= - 15 . Ir —rko
= \dlog'? d Kk
(;‘) ( 0.974 )(m) 7

- dlogl'Sd rk—rky s

where we use Nt < (K + 1)*log (%Md) in (b) and d > Q(1) in (c). By (F.25), the first item

follows.
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1

T TogZd for a > 0.5,

For the second item, by Proposition 24 with ¢ = log%d fora € [0,0.5) and € =
we have

—13 At,
A'A (ﬁ - Irk) - 1-2Kd7"sI N L [eZvw, 2y, 0
2 d 105 0 =e 2225 |

1—¢

I, =

For a € [0,0.5), since kg = logg%d, by (H.1), we have

€ 7 T 1.2kq7s T 1 1.2k4rs . 1 T I
1.05 71 L d " dlog®d6.25" " d """ 10dlog®d

Similarly by (H.3), we have
— 1 1.2kg7 1\? 21
s 7,z - (1 —=) —r
1-¢1.05 d Ve, dlog®d
sandr, = [1og2'5 d], by (L.1), we have

1
7, log?:®

€ 1.2k47s Ts 1 1.3
— Zy. Z! - I, > — I. .
1.05 7T Tl d d1og4~5d<1.1r§ Mlogd) e

Similarly by (L.2),

For o« > 0.5, since kg =

—€ 1
1—¢1.05d

1.2k47s =27,

Z2Z) — I ., =——2
242 d woe d10g2d

Tou—Tu, *

Therefore, we have (F.23). By Proposition 25, we have (F.24).
For the last item, we have
1 1 -t -
(T = (Dt,l + o5 L. (L«S + 1.05Z2TD52‘1Z2> Zﬂrk*> . (F.26)

For o € (0,0.5), if . = 7, the statement follows. If not by the first item, for & = [ (1 — v/§)r,]
and r, = [rs(1—6)], we have

K+1 1- 2 K+ 1\*°
1. \/5+g1—0.9\/5:»( L) <1-0a0.9V3.

re+1 7~ 1-96 Ty T
Therefore,
o os” Y/
0.57 1-a0.9V5 @ 0.5r, d\ ' td ) r logd
t2 Z | =735 I, = —— % | — I, = =Ty
dlog™°d dlog > d \Ts

where we used d > Q(1) V exp(2.5a7%) in (d) and d > Qz(1) in (e). By (F.26) and (H.3), we have
the statement for a € (0, 0.5). For « > 0.5, K = r, = r,, we have

K+1\° 1 \"° 1
h <1+ <l—g——-
re +1 rs+ 1 2(rs+1)

Therefore,
1———L 8
0.57, 2(rs+1) rslog™ d
D -y 15 4 Ty —T = 71’7’7”
" <d10g1'5 d) e d
ford > ,_(1). By (F.26) and (L.2), we have the statement for o > 0.5. O

Proposition 15. Let

G, = (14 2kq) (Go - %Lk) ;

Under the parameter choice in Lemma 5, G;,;; guarantees that:
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* We have Q( — 10g7Tl d)I < G, whenever
s(1—log™ d) /\7‘) log (‘“Lmd) a €10,0.5)

r¢log (M) ) a>0.5

Ts

ST I

o Let Aqi1be the rk, X rky dimensional top-left sub-matrix of A. Given 0.001 > § > log%d and
rk, = {7’* =rs(1=8)Ar],ry, = rs}, we have

_ 1‘;
G - log® d
#11 10—5% exp (—2ntAq1) + 1
and
~ A1 A1 r ~ rk* ~ 1 — % 2
AL - IATGLATE < 3 3o (1- o )
lilE 3 M) M s a1
for
o oold
o _ L [# ac(o0s) wnd < 1 rs(1—\/5)m) 10g<dl§75d), a€0,0.5)
b= 15 a > 0.5 = %r log (dlo§1'5d> 7 > 05

e Ford = log%ld, we define

~ ALl A 1 i
Tp=infqn>0|[|Alf - [AFG, A7 IF < > AN+
j=(rsAr)+1

3|Al1%
log% d
Then,
3
= ( (1 —1log™ d) /\r) log <2‘°d1°g<1+d/>) . ae0,0.5)

T < 20dlog i d
4
2n r% log (;’g) , a > 0.5.

Proof. For a > 0.5, we assume that d is large enough to guarantee that ( —

e @)>0 We

observe that
AIA(d 1) A (3-)
9 + 5 +G, =T,
where we used (E.1), Ay, = Ay, and n||Al|Ers Iy < Kals Ay,

For the first item, by using rk, = {7’* = |rs (1 — 1og%1 d) AT, Ty, = rs}, we define

i1, 0
Tloed 5 7Lk
le — |filOg d

- Ay
and Dy, = —=2 Dy,
O dlc 2dIrk—rk*‘| w A "

We introduce submatrix notation for block-diagonal matrices. Specifically, we write

- At 22
~ A ( iI,k) 0
Dy — [le,1 0 } and 222 o p o |\ A 1

0 Dpp A1z 0 (% + Irk) 7
t,12 29

where the block dimensions of each submatrix match those of Dy;,. We start with proving the lower
bound part. By the second item in Lemma 5, we have

1 [ A Ay o9 ) 1 ((At 22 > ~ >1 -1 A
G, = = 2 LIk ) - A 2 _Iu)+2Dy) A —
=2\ A, ((At,12 “ t2\\ A " t12 [\ Ay,
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1 [A Ao 1 Ay 2o N A
- = 2 I — A == 2D A —(F.27
2\ Ay, <(At,12 e 412 Ao e ) 2D 612 A£2(7F )

where we used A, > A in the second line. We have
A _ A -\l
()it (42 1) v200)
_ (Aroz + As12) (Ao — Asao + 2D Ar1a) — I
Ap12(Ai oo — Aria + 2Dy Ay 12)
(a) 2Dy ( +Irk>
—

B 3;22 — Iy + 2Dy,

~ A 22
2le,1(r’12+lrk)ll 0

At,22 =
22 g ) 2D
A, 1p I 11+ 1b,1

(F28)

A,
2Dy, z(A fi +Irk) 2 ’

A 22 =
(At TR ) 2+2D“”2

0

where we used Afﬂ — Atz,12 = Iy (by (R.2)) and A; 90 — Ay 12 + 21~)let712 > 0 (by (F.23)) in
(a). Since ﬁt 2 _ T4 > 0and blb 1 > 0, it is enough to look at the bottom-right submatrix in (F.28)

for the lower bound part. We have

2Dy (A 22+ Irk)22 B 2Dy (A 22 4 Irk)22 F29)
(ﬁifi - Irk) 99 + 2le,2 (ﬁ?? + Irk) v 2Tk, + 2D1b,2

12

Note that by (R.4),

A 2T As)t
( £,22 +Irk) > ( rhrk, +nA2) A
2 (Irkfrk* +TIA2)t - (Irkfrk* - nAQ)t

2(Tye—pe, —M2A3)t exp (—2tn[&2)
I, — (Tk—ek, —M2A3)t exp (—Qtr][h)
® 0.9r,
=24+ —%— ) L.,
- ( d10g1'5d) rk—rk.

where we use Nt < %(rk* + 1)*log (dl%:sd) in (b). Hence, for d > Q(1)

i 2Irk7rk* +

0.974 2 ~
2 (2 + TiogT5d d) Dy (;) 12Dy, (i) 150,

0.97¢ » - __Ts — 0.5
mlrk rky + le72 dlogl® dIrkfrk* log d

(F.29) = T—r, (F.30)

where we used le 9 = dlicz"’g* I, in (c) and (d). The first item follows from (F.30).

For the second and third items, let (ﬁt’zz + I) |, denote the rk, x rk, dimensional top-left sub-

matrices with rk, = {r, = [r,(1 — 5)’/\ r],ru, = 75 }. By using the third item in Lemma 5, we
immediately observe that for o > 0, th > 0 and

2Crs [ At,22
(e) 10 \1 ~d° (T + Irk)
G = (1 - ) 5( 2 1L (F31)

log? d A1 20T,
g A1z Irk 11+ d Irk*
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for
ro(1=V3) A 7") log (M) L o€ (0,0.5)

Crp = .
r%log (dl%:sd) , a > 0.5,

andnt <

1 52 € (0,0.5)
15 TG, a>05

N[= D=

where we used Ay, = A > (1 — loog%d) Ay,, and followed the steps in (F.27)- (F.28) with (H.1) and
(L.1) to obtain (e). Then, by (R.4), we have

2ChTs Ay 22 I )
} d (At,12 + Lk 11 " Tk,
2 (A 2ChTs (14 (In, —mA1)*
(At,m Irk)n + d I'k* Ciy 75 1 (I, + A1)t + I
Irk*

> — .
1011 ;1 exp (—21’]tA1) + Iy,

Consequently, by observing A Ay — CnI, and using the lower bounds for Ay, in Propositions
12 and 13, we have
10

inl = 1.2 d g4 ’
CThE exp (—2T]tA11) + 1
where A7 denotes the rk, x rk, dimensional top-left sub-matrix of A. Therefore,
rk 2
A A1 A1 * 1— oe%d
A% — A2 Gy 1 AT |7 A N [1- Tl , (F32)
i= (rl§'r)+1 Z 1C13 7~d eXp( 2ﬂt/\z) +1

which proves the second item for a > 0. Moreover, since (F.22) is in the eigenbasis of G|, the
arguments in (F.27)-(F.28) and the condition in (H.2) extend (F.31) to & = 0 in the eigenbasis of
G, for d > Q(1). Given (F.31), we can extend (F.32) to a = 0 as the Frobenious norm is basis
independent.

r%log (20d1°g4 d) we have

For the third item, for « > 0.5 and ¢ > 2ﬂ e

r

All2
< Y A

i=(rsAr)+1 10g2 d

- 1A

E3)< Y A+

i=(rsAr)+1

log %d
which gives us the corresponding bound for 7p.

20dlog (14d/r.)

- ), we have

For a € [0,0.5) and t > 5 (r(1 — log_Tld) AT) " log (

r rs AT

E3)< Y A+ >N

. -1
i=(rsAr)+1 i=|rs (1,1ogTd) Ar]+1

7s (1 log ™8 d)/\’!‘J 1_ _10 2
+ 5\12 1— log® d
Z < L2.d oxp (—2nt)\;) + 1

i=1 Ch 7s

- 3[|A|12
c oy e dAIRE
i=(rsAr)+1 1Og8d

which gives us its bound for 7p,. O
F.4.2 Upper bounding system

In this section, we consider (F.13). For notational convenience, we multiply both sides by the factor
(1 — 2k4) and use a generic learning rate 1, i.e.,

_ _ _ ~ _ 1 _ 1
Vier = ViL+1V,) "L +1 (Ail 4 Cn||A||%rsAul) , where V; = 2A2,G/A2, — A,

The main result of this section is stated in Proposition 16. To establish it, we first prove an auxiliary
result:
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Lemma 6. The following statement holds:

* The reference sequence satisfies T; = =2=T, and {t > 0 : || Ti||2 > 1.2kq} = 00

» Forr,, = 2r,, we have

_ 2.2(14 )",
Go = %Ir = (1= 2kg) (Go + K421, | @€ 0.09) )
O .

TuIT'—ru*

~ 5.5 [ 2rsIry,
Go = d [ 0

} = (1-2ka) (Gou1 + 52<1,.), a>0.5

provided that G holds.

. . - Ay K
For the following, we introduce T} := A—; %Tt Note that for d > Q(1), we have
. . . . A T
Tipr =T} +2(1 — 2Kd)nAle{t<Lk - Tt) and K‘i G2 2t Lgalh. (F34)
. U2 t
By Proposition 34, we have
L1 ATy exp (2nt;) > Ty
. (1-2ka)2nt (X -2 L2 )
1 1A TO,ii exp ( o= 2Kd)nlA d )7 o € [0, 05)
=3 . (1-2a)2nt (A= gy — i)
1 NTh 5 exp ( 1+2(1:‘;Kd)n>\im logdd )7 a>0.5.
(F35)
Proof of Lemma 6. For the first item, by Proposition 34, we have
- (@) KdTs
Tt>To:>Tt>T0—TIrk,
where we multiplied each side with %ﬁd) A for (a). Moreover, by (F.34)-(F.35), we have
Ty < kgTy < 1.1L = {t > 0: |Ty|2 > 1.2k4} = 00
The second item follows (E.2) and (H.3) (for « € [0,0.5)) and (L.2) (for & > 0.5). O]

Proposition 16. We consider tk € {r,r,}, where r,, = [log>® d|, and

€[0,05): = 5 pe (0,00, n< % KdZ%,
r dri=elog™d log®*° d
a>0.5: re <1 n<<; Kd:#.
’ dr2tlog?d’ ry log*?d

If G are taken as in (F.33), we have the following:

* {G}nen is diagonal and satisfies

Ts

E k = Gt+1 = Gt +T]((1 + Kd)Aulét + (1 + Kd)étAul — QGtAuQét) = 1-1Irk-

e Fora €(0,0.5) and d > Q(1), we have fort < %T‘X log (%ﬁ) :

_1

2
mIrforOSjgt.

- Kd

- (UZ] 1GJ 1)

l\?\»—t
m

2GyT,

N\»—A

1 5.5(1+L)2
e e T CU LA ¥

- Gt = (L.1Ggexp (2ntA) A 1) + 04(1)
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1

_ i, 2.5(1+ L s
- A2 = Tr(AGA) > S0 A2 (1 — # exp (Qnt/\i)>+ —04(1).

* Fora > 0.5and d > Q, (1), we have for t < 5 77e log (dl%%jd) .

1
2

m\»—A

=< 64“[ L Jor0 < g <t

l\J‘H

2GyT,
- ( Gj_ 1)T 2 < 1"” (2rs)*logdl,,.
-G =<(1 1G0exp(2ntA11)/\I )—!—od(l).
||A11H% Tr(AnGrAin) > 300207 (1—%6)@ (2ntA; )) + 200 1A —oa(1).

Proof. Given that %Iy < Gy < 1.1I, we have
_ (a) _ _ _ _ _ N
Git1 = Gy 41 (A, Gi + GiAy, — 2GiA,,Gy) + 11O ||A |3 I
() _ _ _ _ _
<G+ ((1+k)Ay, G+ (14 ka)GiAy, — 2GA L, GY)
_ () _ _ _ _ _ _ s 9
Gii1 = Gy +1 (A, Gt + GiAy, — 2GA,,Gy) — L1C|A|frn® I
(d) _ _ _ _ _
= Gy +n ((1 — Kd)Auth =+ (1 — Kd)GtAu1 — 2GtAu2Gt)
where we use —2A,,, < V3 (I,+nV,) ~' < 2A,, in (a) and (c), and we use || A |21, < Kark™“Zs
in (b) and (d). By Proposition 34, we have %SI = Gt+1 = 1.11, hence, the induction hypothesis
holds. Therefore, we have the first item.

By using the first item and Proposition 34, we can write for the given time horizons in second and
third items that

G, < (Go exp (2(1 + ka)tAu,) A (14 (1+ ka)*n*A2)) Irk)

{(1.1(‘;0 exp (2ntA) A I) + 20 I

_ F.36
1.2 (GO exp (2ntA) A Irk) , (:36)

where both upper bounds in (F.36) are valid and will be used in different parts of the proof. The third
sub-items immediately follow from the first bound.

For a € [0,0.5), we have
N 1 . 1
T > 5(1 ATy i exp (2ntN;) ) = Ty 5 > Z(Kd A To,ii exp (2ntA;) )

(e)

= T't,ii > % (1 A %g exp (2T]t>\i) ),

where we used Ty = K‘g’s I,y in (e). Therefore by (F.33) and the second bound in (F.36), we have for
j<t

_ 1.2 1/\(1 1) 225 op (2Nt
Ty — 0.25k4(1 A % exp (2ntN;) ) = Ky '
On the other hand, by using the second bound in (F.36),

Tt,z'i - Kq (1 A\ % exp (21’]t)\i) )
1 2 log d
1 Ts
_ 5% (1+\/¢) L ogr<Ei
<—— X7 o
Kd omt, mt > —sre
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W(?nt\/r )

<
Kd

Lastly, by using the first bound in (F.36), we get

2
1+ Ts
IA]2 — Tr(AGLA >§ A2(1—7 “)exp(2nt/\))+—2‘q2||A||F.

For o > 0.5, we have for i < 2ry logéd andd > Q,_(1),

N 1 . 1
T;S,ii Z g (1 AN TO,ii exp (2ﬂt>\l) ) = T't,ii 2 Z (Kd A\ TO,ii exp (2’[’]15)\1) )

Therefore, we have
T | < 2

Ty > kg d 02N G exp(@niX)), i< 2riloged

d7 Z>27”slogad.

On the other hand, fornt < 1r¢ log(dlL) and i > 2r, log= d, we have for d > Q(1)

_ _ _ e log(dlog’d) _
Gt i S 1.2 (GO’LZ exp (21’]1»\1) A\ 1) é 1.2 GO W eXP | —(———————— A1l S 15G0 it
’ ’ ’ 2orelogd ’

Therefore, fornt < 1r¢ log(dlLlod),

1.2 (1 A 23Tuls oxp (20t
( d xp (2n )) iS?rslog%d

Gii 0.25k4(1 A Ze exp (2ntA;) )
Tiii — | a4 825
ﬂ, 1> 21 logéd
KgTs d
26.4r,,
< )
Kd

dlogt®d
(HeE=)

s

Moreover, for nt < 1 575 log
26.47, 1 (f/\ 5 o exp(2njA; ))

1< 2r; logéd

t—1 A
an:O Gj,ii Kg (1 A %Sexp (2ﬂt>\i)) )
T d 8.25r,r, , i
—Fnt, i > 2rgloged
KqTs d

13.2 L onp < 8T ndi < 25 loghd
< 2ry ) 5o Nt < —-= and ¢ < 2rglog

Ka ont, otherwise

13.2 15
< 22 ot v (2r,)* log d) <~ (2r)® log d.
Kd Kd
Finally fornt < r¢ log(dlL) and d > Q,_(1), by using the first bound in (F.36),

[A1]|F — Tr(A11Gr11An) > Z)\f (1 — 1217 exp (2nt)\i)>
i=1 +

T,

27rg
2 exp (nih) ) + D0 N(1- 0 exp (01, ) — 2P AJR

3 (1 12 e i,
Z ! + 1=2rs+1

i=rs+1
2rg
2

DS 12.1r, _ 1
> ;Ai (1- Texp(2nm))+ + (1 logd) i:%:HAZ
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<—605rulogfd( )1_“15> Z A2 —2m?||A |3

i=2r +1
-1 Tu
> 1— 205 op (22, ) 1 — 6.05r, 1 7d<r—) V2 A2
_; 21 exp (01Ai) )+ rulog d PR
( )1+2a
— % AE,
where we used the bounds for t, d in (f). O]

F.5 Bounds for the second-order terms

We recall
Rso[Gt] 16 [vStLt-l-lVSlLH-J (S}
2 3 L
~ T myE, 77)“;1 M, - Sym (©TE, | YsuLer1 P ”127’”1 M
167, 1+cfyy 32r 3/2 1+¢iy
4 VsLip1Per1 Vs,
@R, | Sl VS | g (F37)
25612 L+ci

Proposition 17. For 1 < d—'/2, there exists a universal constant C' > 0 such that

,C( Gt+7721 ) = RG] = C’( G, +n2I>

Proof. We bound each term in (F.37). In the following, v denotes a generic unit norm vector with
proper dimensionality. For the first term,

O E,[VsiLi1VsiLi,|©
=0 (I - WW,") Bt [(y111 — G )2 IW, @epa 3Tz, | (I — WeW,) ©.
‘We have

E; {(yt+1 — Ge41)* |W, 1|13 (vamt+1>2} < Crs.

Therefore,
= %6 [VsiLii1VsiLi1] © < O (I, — Gh).

For the second term,

Mt]Et |:1’Pt+21:| Mt—r

+ ¢
= M,E; (yt—H yt+1) ||( d t ) t+1||2 t+1 f+1 fl MtT.
14 Ct+1
We have
. 2 )
(1 — )| (L = WeWT) i 3 (0, W )
e 2 <cd.
L+

Therefore,




For the third term by using Proposition 22,

Lgsym (@TEt [vs‘Lt“’Pt“} M;)

327{3/2 1+ C§+1
4 T 2
Vs L P 1VsL d
<C (Z@TEt { > t“ft“] E, { s t“} e+ Gt>
r2d T+ciy T+, s
‘We have
0k VsiLit1Pit1
t 1+ciy

=0'(I,-wW,W,")
(yes1 — Qt+1)3 I

x E
t L+¢iy

(I —wW,W,) $t+1”§|Wtth+1||gwt+1m:+1Wt] :

Then, by using Cauchy-Schwartz inequality, we can show that

(yt+1 - Qt+1)3

E
t 1+¢iy,

< Cdrs.
2

|(Is — W,W,") wt+1||§||WtT$t+1%ththHWt]

Therefore,

n* oTE VsiLiy1Piy1 B Pii1VsiL/ 4
r2d ¢ 14+c¢2 ‘ 14+¢fy,y

S

} 0 < Cn*d(I, — Gy).

We get

3 2
Lsym (@TEt |:vSt'Lt+1,Pt+1:| MtT> j C (774d(Ir _ Gt) + anGt> )

327”2/2 1+ C%-H s

By repeating the argument with the lower bound in Proposition 22, we can also show

3 2
T _Sym (@TEt {VS‘L”M] MJ) = —C (77461(17, —G)+ ! th> .

32,3/ L+ s

For the last term, we write
VsiLi+1Pi+1VsiLiyy e
14cf,

=0 (I,-w,W,")

O'E, [

. 4
Yt+1 — Yt+1
x Ey WHWJ%HH%H(IthWtT) ﬂft+1|%wt+1w:+1] (I, - ww,") e.
1
We have
(yt+1 - gt+1)4 T 4 T 2 2 2
t W, @1 |31 (Ta = WiW, ') @41 [|3 (v, @041)" | < Cdr?.
14+
Therefore,
4 VsiLii1Pri1VsL]
0= %@TEt Stlot41 t+21 St N = < Cptd(I, — Gy).
T 1+ Cii1

By using G, > 0 and ) < d~'/2, the result follows.
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F.6 Noise characterization

To prove the noise concentration bound for both the heavy-tailed and light-tailed cases simultaneously,
we introduce some new notation. Specifically, we define the submatrix notation:

M| [©]W,
M;>| — |©; W,

)

e = [@1 @2] and Mt = |:

where ®; € R¥*"« and M, € R™*"s. We note that G 11 = Mt,lMtTl' To unify the treatment
of the heavy-tailed and light-tailed cases, we use the following notation to represent both cases:
©:={0,0,} M= {MtaMt,l}-

With the new notation, we have

2 2
:]//FWH = %Sym <@T (V51Lt+1 — E; [VsiLiq1] ) M:)
S S
s M, (P _E, [ Pit1 }) M7
16r,  \1+c, 1+c2,, t
12 0" (VsiLi+1VsiLiyy — Ei [VsiLip1VsLi1]) ©
3 VsiLiy1Piy1 VsiLiy1Piy1
3/28ym<@T< t +2 - _]Et{ t 2 })M;)
32 L+ ¢t L+cin
. 774 @T vStLt+1’Pt+1vStL:+1 _E vSlLt+1Pt+1VStL2—+1 o
25672 1+ciyy ‘ 14+, '

For rk € {r,r,} and T}, T5 € R™*"k be a deterministic symmetric positive definite matrices, we
define

2
A1 (Th, Ti) = {HT1@ VsiLipiM{ To|, < 5 \/Tr(Tf(I,k—Gt))Tr(Tgct)}

. L*d 2 2
By (T1, Ty) = 4 | TiM P M/ Th|, < T\/Tr(T1 Gi)Tr(T3Gy)

Lr,
Civ1 (T, T) z{HTle VSILtHVStLtH@TQHQS;\/Tr(Tf(I,k—Gt))Tr(ng(Irk—Gt))}
Gt))Tr(TfGt)}
\/Tr(Tf(Irk—Gt))Tr(Tg(I,k—Gt))}.

D1 (Th, T2) = {HT1@ VsiLiy1PepiM{ |, <

Ldr?

Fir1 (T, To) = { ‘}TleTVStLt+1Pt+1VS[L;F+1@T2 H2 <

We start with the following statement:

Proposition 18. Lef e;1 = (Y41 — Ge+1). There exists a universal constant C > 0 such that for
L > 2e(\/8 + o), the following statements hold:

—L/e

1. We have Py [Ary1 (T1, To) N {lets1| < L} > 1 — 2e VB+o) . Moreover,
E, |(Sym (1107 Vs LiyM{ T2) )|
< C(Tr(T2 G)T1 (I — Gy) Ty + Tr(T2(Iy, Gt))TQGtTQ).

—L/e

2. We have P, [Byy1 (Th, To) N {|err1| < L}] > 1 — 2e(VE+o) . Moreover,

Ec |(Sym (TiM/PaM] T3) )
= Cd® (Tr(T5 G) T G T + Tr(TE Gy) To Gy ) -
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—L/e

3. We have Py [Cry1 (T, To) N {|es1| < L}] > 1 — 2e VE+a) . Moreover,
2
E, [(Sym (T\© Vg Li 1 Vs Li, Ts)) }

< Or? (Tr(Tg(I,k — G))Ti (I — G)Ty + Tr(T2 (I — G1)) To( I — Gt)Tg).

—L/e
4. We have Py [Dyyq (T1, To) N{les11| < L} > 1 — 2e TTTE . Moreover,
2
E, {(Sym (T1© " Vs Lit1PeyiM, Tp) ) }
< Cd*r? (Tr(TQQGt)Tl(Irk — G)T + Tr(TE (I — Gt))TQGtTQ)

—L/e

5. We have Py [Fyp1 (Th, To) N {|ewr1| < L}] > 1 — 2eGvz+o) . Moreover,
2
Ec |(Sym (1107 VL1 Pri Vs L/, 0Tz) )|

< Cd*r! (Tr(Tg(Lk — Gy))Ti (I — Go) Ty + Tr(T (I — Gy)) To (L — Gt)TQ).

Proof. First, we derive a concentration bound for |e;1|. By Corollary 6 and Proposition 33 we have

1 n 1\p
Ee llec+1/P] < (Bt [Jyesa[P)” + Ee [9e417]7 )° < (V84 0)Pp? for p > 2,

—u/e

which implies P; [le; 41| > u] < e 5+ for u > 2¢(v/8 + o). In the following, we prove each item
separately.

First item. We define
110 Vs LM To =107 (I; - W,W, er1is1 [ W, W, OT; .

=Ut41 T
+ =V

Foru,L >0

P, [Hutﬂv:ﬂHQ > uL\/Tr(Tf(Irk — Gy))Tr(TEGy) or legyq| > L}

S Pt |:HUt+1’U;1H2 2 UL\/Tr(le(Irk — Gt))Tr(TQQGt) and |€t+1| S Li| + ]P)t |:|€t+1| Z L:|

<P [ i<rtesnvfil, 2 W/ Te(TR (L G))TH(TZG)| + P [Jevsa| = L]
We have for p > 2
¢ [H]lletﬂ\SLutJrlv;lHﬂ

< IPE, [|IThOT (Iy — WiW, ey |5 B [| 10T W, W, @14

(a) g

< P (g)p (:m(Tf(Lk — Gt))TI'(TQQGt)) 7

where we used Corollary 7 in (a). By Proposition 33, we have for u > 2e

B[, <rterrvfia |, > wEyTr(T2 (Ia — Go) TH(TZG,)| < ™%

By choosing u = %, we have the probability bound.

For the variance bound, we have
2 2
E, [Sym (1107 Vs Ly 1M/ T) ] —E, [Sym (ues107y,) ] :
By using Proposition 22, we have

E; {Sym (Ut+1vt—:_1)2:|
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=10 (I;— WiW, E, [e}, |20 WiW, &1 [3ziz | (Ta — W, W, )OT,
+ TQ@TWtWtTEt [6?+1||T16T(Id — WtWtT).’Bt+1||§$t+1$;_1] WtWtTG)TQ

() ) )

=< C’(Tr(T2 G)Ti (I — G)Th + Tr(:r1 (I — Gt)>T2GtT2),

where we used the Cauchy-Schwartz inequality in (b).
Second item. We define

TIMP M To = € || (Is — WW,") 214|310 T W, W, 2y y1 2, W, W, OT .

=u ey T
t+1 =V

We have for p > 2
T |IP
]Et |:||]]'|€t,+1|§Lut+lvt+1H2:|
%

< LR, [|(Ta = WoW,) @i |37] o (11107 WoW, g |37

1
X Et [||T2@TWtWtTmt+1 ||§p:|

p
)

(©)
< L2p? <3d\/Tr(TfGt)Tr(T22Gt))

where we use Corollary 7 in (c). By Proposition 33, we have for u > (2¢)?

w1/2

Py {HﬂletﬂlswtﬂvjﬂHz > “L23d\/Tf(T12Gt)Tr(T22Gt)} <e e

By choosing u = %2, we have the probability bound. For the variance bound, we have

E; [(Sym (TlMt’PHlI\/I:Tg) )2} =E; [Sym (utJrlvt—Erl)Q} .

By using Proposition 22, we have

E, [Sym (ut+1v;1)2}
=T 0"W,wW,"

X By [ef](Ta = WiW,") 2 |51 T0 T WiW, @1 3202y | We W, OT,
+ 10" W, W,

X By [ef1](Ta = WiW,") 2 [ TIO T WiW, @1 32002 | W W, OT,

(é) Cd® (Te(T5 Gy )W G T + Te(TEG) TG To)
where we use the Cauchy-Schwartz inequality in (d).
Third item. We define
110"V Lit1Vs L), 0T,
=i nlW e [BTOT (s — WW e 2/ (I — WiW,T)OT: .

=u ey T
t+1 =V

We have for p > 2

E¢ [H1|5t+1\SLut+1vt—;1Hﬂ

Nl

< LB, ([ W, @i |37 B 11107 (L~ WoW, s |37

N

X E[|T:07 (I = WiW, )i |
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(<) L2Pp2P <3rg\/Tr (I — Gf)) ( 2(Ix— G ))>p7

where we use Corollary 7 in (e). By Proposition 33, we have for u > (2¢)?

1/2

P[0, <rtsivfi [l > ul?3rey/Te(T2(Tn — G))Te(T3 (I — Go)) | < e

L2
6 °

By choosing u = we have the probability bound. For the variance bound, we have

{(Sym (Tle VstLt+1vStLt+1eT2) )2} = Et [Sym (’U,t+1'l);:_1)2} .

By using Proposition 22, we have

E, [Sym (ut+1v;1)2}
<70 (I,-W,W,")

 Eifei 1 [[Wy @[5 T0 T (Ta=WiW, )z 3@e2/y] (1o - WW,T) T,
+T0 " (I, — W,W,")

X Eifei 1 [[Wy 2o 21100 T (Ta=WiW, )z 322y (Ta—WiW,T) OT,

L 2 (Te(T2 (L — 6Ty (T — Go)T: + Te(T2 (I — G)) To(Ie — GO)T),
where we used the Cauchy-Schwartz inequality in (f).
Fourth item. We define
T\© ' Vs Liy1PriaM T
= e} l(Ta = WW. D a [3IW, @1 [3TO T (Is — WW, )z 2/, W, W, OT, .

=u —
t4+1 '—'Ut+1

We have for p > 2
Er [|[Vei<rtenvfiall}]
< L, [|[(1e = WoW) @[T 1710 (1o — WoW, )i |5
X Ey [nwiwm||§p|\TzeTWtWtth+1H§]
< (20 (VEdypE (VTR(TE (I - G) ) (20 (VEr )t (VATH(I3G))
= L*P(12v/3)Pp* (drs \/Tr(Tf(I,k - Gt))Tr(TQQGt))p :

P
2

By Proposition 33, we have for u > (2¢)3

1/3

P, {||1|et+1|§Lut+1v;1||2 > uL?12v/3dr, \/Tr(:rf(l,k _ Gt))Tr(TfGt)} < ot

By choosing u = we have the probability bound. For the variance bound, we have

24\/’
B, [(Sym (T107 VsiLis1 PraM{ T) )*| = By [Sym (wii1v/.)°] .
By using Proposition 22, we have
E, [Sym (ut+1v;1)2}
2 T0 (Ii-W,W,")
X By [ef 1 [(La=WiW, )z 3] Wy @00 |51 T20 T WiW, @1 32022
x (I;—W,W,"eT,
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+T,0'W,W,"

X Bt [ [|(Za = WiW )z 3| W, 2o [ T1O T (1o = WiW, Dz |52 2]
x W, W, 0T,

< Od?r? (Tr(TQQGt)Tl(Irk — G)T + Tr(T2 (I — Gt))TQGtTQ).

Fifth item. We define
T,0"VsLi11Pi+1VsL{ 0T,
= et l|(Ia = WoW, e |3|W, 1 3T T (Ig — W W, a1

Ui

x ) (Ig — W, W, )OTs;.

T
=V

We have for p > 2
p
E [Hﬂ\etH\SLUtHleH }
< LB | (T~ WoW,T) @ [ W @ 13

x ||TleT<Id—WtWJ>a:t+1||’”||TleT<Id—WtWT>wt+1||§}

Bl

< LYE,[|[(1o — WaW,") @[3 } E, [HTleTud - WW )z 3]

B (1107 (T = WoW ] B I @]

[N

< LY (2p)" (V) (2p)" (3Te(TE (T — G)) Tr(TE (I — Gt))> (2p)%" (v/3r5) %7

— L4P(2\/§)4pp4p (drg\/Tr(le(I,k — Gt))Tr(TQQ(Irk — Gt))>p.

By Proposition 33, we have for u > (2¢)*

1/4

Pt |:H]].‘et+1‘<Lut+1’Ut+1||2>uL4(2\f 4d7“ \/TI' 'I‘2 rk*Gt))Tl”( ( rk*Gt))]§267ue .

By choosing u = ﬁ, we have the probability bound. For the variance bound, we have

E, [(sym (T\© " VsiLy1 P11 Vs L, OT)) )2} —E, [Sym (ut+1v;1)2} .

By using Proposition 22, we have

E; {Sym (Ut+1v;1)2}
<10 (I, - W,W,")
X By [} [[(Ie — WiW,")@e i [5| W, @ |51 120 T (1 — WiW, &y 32012/ |
x (I — WtWt )OT
+ 10" (I, — W,W,")
X By [e81[(Ta = WiW, e[| W @0 (BT O T (Lo — WiW, zepa |22/
(I, — W,W,T)OT,

< Cd*rd (Tr(:r;(z — G)) Ty (I — Go)Ty + Te(T2 (I, — o)) To (L — Gt)Tg).
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By recalling the definitions {7} }+cn, A, A11 in Sections F.2 and F.3, we define the event:

—1 —1 =1 -1
A (T 17 ) N A (A7 17 AY) n{en < L}, a € [0,05)

Apyr = -1 -1 1 -1 -1 o
At (:Q T,? ) N Apir (Afth? T,* Afl) N{ew1 <L}, a>0.5.

We define the events B, 11, C¢11, D11, and Fy 1 in the same way. Based on these events, we define
the clipped versions of the noise matrices:

As1 = Sym (0 Vs Ly iM 14,,, —E; [©TVsLipM/ 14,.,])

Mt’Pt+1M;I—I]-Bt+1 MtPt+1M;rILBt+1
Bit1 = 5 - E; )
T+, T+ci,

Cit1=0"VsL;11VsL/,,Olc,,, —E; [0V Li11Vs L, ,01c,, ]

14+¢2, 14+¢2,

Fip1 = ©'VsLip1Piri1Vsili;,OlF,,, _E, [G)TVsJ/tﬂ?’tﬂVStLtTﬂ@]lft+1

14+¢2 ., 14+¢2 .,

](F.?)S)

LetX € {L/fA, 77271/1687 7'2/16C, /32 D, "41356F} and

VTs r3/?
I, ac0,0.5) Az, a€]0,0.5)
r1 = |_2 = 1
I., a>05 A7, a>0.5.

For ¢ € {1, 2}, we define:

k =1 =1 2
Quad&(X) = ZEj_l [(Fth2 X]ﬂ 2 rg) :| .
j=1

We have the following corollary.

Corollary 4. Letrk € {r,r,}, rk, € {r,rs} and

t
S; =1 ZGj,l andn = and , = [log*® d].

N
VAT

Assume the following conditions hold:

° Tt t Kiirs Irk;

t tL¢ -

Ka

ntvr9I., «a€]0,0.5)
r&logdl,,, «a>0.5,

-1 -1
« T, G;T,” < %[, forj<t—1

Kd
Let
pir=1and po =1-—«, a€l0,1)
p1 =1 and py = 2108108 hff;;i” a=1
p1 =1 and p2 =0 a>1.

Fornt < 1rk{ log (dl%md), the following results hold:
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(a) Quadratic variation bounds. We have:

Cuond X =12A
CLpdd?, X = n’/16g
¢ Clogd || Al|prkPerk$ 2,
HQlflCld;t)(X)HQ < » || ||F3/2 ’173d2, X = 77T/516C
d Ts
Cubﬂsd?’, X = 77,,%3/322 D
7 d2 X = 1/256

(b) Operator norm bounds. For L > 8v/2e, there exists C' > 0 such that

—1

—1
nL” \/Tr(rth—l)Tr(rgTﬁGj_lTF), X =12A

27 v
Tl dTH(T3T, G\ T,7 ), X = /g
[ra e o <00 = mE an(rm), X = £
g\fgd\/Tr(rth_l)Tr(r%Tt%l Gj—th%l)a X= n:;»//izD
2L aTr(r21,Y), X = wF
L2/CynVd, X = %A
LACn2d, X = /168
< C rkP L4n2d, X — 772%“)‘(;
Kqd Ts L CoPd3/2, X = n:'g//??D
Lenid?, X — %F.

Proof. Quadratic variation bounds. We will use the variance bounds given in Proposition 18. For
_ n/2
X = \/HA’ we have

O A =1 =1 -1 o
Quady/(72A) 2 77¢|F”F (Te(F3, ST )Ty T+ Te (3T )T ST )
< Cnl|Allr CurrkPrki logd d
RV K2 e

For X = @B, we have

CCuwnPd?||A
Quadi?("2/168)j b1’ d” || Allp

/ e sup (Tr(I'?TtT GHTF)) [T,7 S,T,° Ty

J<t
Cn3d?||A||p C2,rkPrk$ log d
= 3 P} Irk~
r/? Ka

For X = @C, we have

0 n? _ _ Cn3d?||Al|r rkP“rk$ log d
Quady) (LL9C) < CntTe(P3T )T T < 7 > I.

3
32
For X = 1122 3//2 D, we have
T

CnPd?||A -1 -1 -1 =1
Quad(?)(/2D) < <" wli e (P, S, )y T+ (P ) S T
2 CnPd?||Allp CuprkPerk$ logd d
- \/E chi e rk-
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4
2
For X = 1222 7/,256 F, we have
s

Cn"d?||A||w rkPrk$ log dI

3/2 2 rk-
TS/ Ka

Quad\?) ("LSF) < Oy dP¢Te(T3T, )T /T, T, <

Operator Norm Bounds. We will use the events defined in Proposition 18. For X = ”\/#A, we have

CL? /Cypny/drkP

Ka Ts

2 _ -1 -1
st = L2 e 6 ) <

For X = @B, we have

2 =1 = 4 2 7Pt
0 n?/16 n L =1 CL* Cyyn?drk
r;t)("r/s B)= 16T5L4dTr(F§Tt2 GjT,* ) < Kd UT

For X = @C, we have
< CL* n?drkP*

2
@O m*/16~ _ T ;4 2m—1
i (FH80) = fo - DM(TT ) < ==

3
32
For X =2 3//2 D, we have
Ts

3 = - 6 3 13/2 Pt
) n°/32 n = = _ CL® \/Cuwn?d?/*rk
rj7t(”r§//2 D) = 32\/EL6d\/Tr(r§1;2 G T, 2 )Te(F2T, 1) < - - ,

4 /256
For X = %F, we have

s

4 8, 472 1P
0 n*/256 - _ N 18 1 CL® n*d*rk
rj,t(n r2 ) - 256L dTr(erI't ) g Ka T

O

Proposition 19. Let {Y;, t =1,2---} be a symmetric-matrix martingale with difference sequence
{X¢ =VYiqp1 — Yy, t =1,2- -}, whose values are symmetric matrices with dimension r < d. Let
{T;, t = 1,2, -} be a deterministic sequence, whose values are positive semi-definite matrices
with the same dimensionality. Assume that the difference sequence is uniformly bounded in the sense
that for a predictable triangular sequence {r;} <, we have
-1 -1 )
Anax(Ty 2 X;T,2 ) <rjy for j=1,2,--- ,t.
Define the predictable uniform bound and quadratic variation process of the martingale:

k —1 —1\ 2
Ryt = max T, and Quad,, ;(X) = ZEj,l {(Tt?XjTtQ) } for k<t=12,---.
i< :
j=1

Let T < d® be a bounded stopping time. Then, for any deterministic 02, L > 0

P|3t<T,Y T, X)||g < o2 <L
t <T,Yy ZuT; and Itnga%g(HQuadt’t( 2 < o and rtnga;gRt,t_ ]
—u?/2
< exp [ L2
o2+ Lu/3

Earger = {3t < T.Y; £ uT} and I%af_{HQuadt’t(X)Hz < o2 and max Ry <L}

Proof. We have

.
C [ J {3k <t,Yi £ uT, and ||Quad, ,(X)||2 < o and Ry ¢ < L}.

t=0

64



Therefore, we have
dS
P[Eurger] < > P {ak <t Yy £ uT; and |Quad, ,(X)» < o and Ry, < Z} . (F39)

n=1

In the following, we will bound the each term in the right hands-side of (F.39). By [Tro10, Lemma
6.7], we have for k = 1,--- ,tand 6 > 0,

= e —9—-1

= -1 =1
]le,tSZEk—l [B%Tt X T, * } = ]leﬁtSZ exp <E2Ek—1 {(’I't 2 Xk’Tt 2 )ﬂ) .(F.40)

For notational convenience call g(f) := e’ — 6 — 1. We define a super martingale such that for
0<k<t,

0 3ty pa _ 90)
Sk =Tr | exp th YT, 2 — ?Quadk,t(X) lp, <
with initial values Ry ; = 0, Yo = Quad, ; = 0, and thus, So = r. Note that by (F.40) and [Tro10,
Corollary 3.3], we can show that E;_1S;, < S;_1. We define a stopping time and an event
-1 -1

ﬁlit = {k Z 0 | Amaix(T;‘TYkT'tT) Z u} A tv

&nie = {Thit < t} N {||Quad, ,(X)|]> < o and Ry, < L}.
We have

0 g(0) )\ o 90
]]'ghilSﬁil 2 ]]-511&[ exp (EU — E202> =T Z P [Ehit] exp EU - ?(72
inf 0L+ 90)2 ) > Plé
ﬁrégoexp - f+g( )E = [ hlt]a

where we use Doob’s optional sampling theorem in (a). Since the infimum is attained at # > 0 and
the convex conjugate of g(#) is g*(0) = (0 + 1) log(¢ + 1) — 6, we have

o? ul —u?/2
]P) 5 < . - = * T a < - - ~
] <7 eXp( 72? <02>> =T <02+Lu/3>’

u?/2
1+u/3

where we used g*(0) > in the last step. By < d and (F.39), we have the statement. O

Proposition 20. Let Py denote the conditional probability conditioned on Wy. We consider r,, =
[log*® d], and

. Ts - 1 _ 1 _ 1)?
a€[0a0~5)~7_>% M= Gratog® (iTd/rs)’ Kd_log3.5d7 Cub—12(1+ﬁ)

1 1

a>0.5: re <1, N= Trersoay
u

— _ o
Tog1® d’ Kqg = 5 Cub =2 30Tu.

7y log?® d

For a € [0,0.5), we define T = Tpaa N % (rs(l - log%ld) A r) log (dl%:sd) . We have for
d= Qa,sﬂ,ﬁ(l)

—1 —1 o =1 =1 —a
IPo {SUP|Tt ’ ZtTt2 ll2 \/TEHA%Tt ’ v, T, ’ A%||2 > Kqr2 and gim‘t]
t<T
< 20d* exp(— log® d).

For o > 0.5 we set T = Tpaa N %r? log (dl%%). We have for d > Qg (1)

a

=1 =1 a 1 =1 =1 1 —a
I {Supm Ty o vrd [ALT, v T Al > kard®  and gim’t]
t<T

< 20d* exp(— log® d).
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Proof. For notational convenience, we introduce X := {”/QA i /168 a /16C n /32D u /QE’GF}.

For both cases, we will set the clip threshold to L = log d We introduce the notatlon RE =

maxxex Max <y r](ft) (X) and ||Quad§e) Il2 == maxxGXHQuad ( )||2 for £ =1,2.

For a € [0,0.5), we can write for all X € X,

Py [sup||T v, T ||2 Vi ||A2T = I/tT A 2 > kqr* and gini[]
<ZP0{supHT ZX

+ > Py sup HA%T[T(ZXJ-)T[TA%
xex =T j<t

e

Kqr 2
10

, =

and ginit}

Kagr— <
> le and ginit]

2

By Propositions 14 and 16 and Corollary 4, Gi,;;; implies the events

Enet = {m<aXQuad(1)|| < Qase %) 4 max R < Ormo()}

log'2 d o Vdlog'®? d
@) (T_Q“) Oa 8 (r_Qa)
b = d(2) < ZaBe d R(2) < Zebe )
ht,2 {rg%)_cQua i ll2 < log'% d an PEC S Vdlog™3 d
Therefore, by using Proposition 19
-1 Kar 2
Al (SR, 2 S ]
ofsup | Z ,Z g M4 Gt
Kar 2
<IPO|: ZX ’ 2 dlo andght’1i|
< 2d* exp (— 1og d) .
Similarly,
=1 1 Kdr*"‘
[supHA2T = (Y X)TF Af| > and Gy
t<T - 2 10
Jj<t
71 l dT’ia
<Po[s HA2T2 X)T7 AY| > d Eiu.2]
= IFo ;S;l%)_ Z ST and Cnt,2

j<t
< 2d* exp (— log? d) .
For o > 0.5, we can write for all X € X,

=1 =1 1 —a
P, [supnn VT oV rd AR 7 AL > ke and g]

—«

2

< E Po{ T, XJ')TtT > Kd: and ginit:|
xex =T 2 0

+ E PO[SUP HA% E X;) % 1% > Kary” and Qinit]
xex =T ? 10

By Propositions 14 and 16 and Corollary 4, Ginie implies the events

0] (T74a) 1 o) (7,74a71)
Eir = Ay < Zeretu ) d max RV < Zree )
1t,1 {Itrl<a7g<||Qua ¢z < log' d an Itnf%( = Vdlog" d

Oa . (T;4a (a/\l)) @) OT5 (T;4a_1r7(al\1))
12 — and max R, 5 5 .
dlog™ "1y t<T flog dlog™"ry,

2
w2 = {rtnga%(HQuadg )”2 <
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Therefore, by using Proposition 19

71 KdTTa
IP’[ X )2 > d ii]
|7 (DT, = ¥ G
<IP’0[ ZX ,> le and&t,l}
< 2d*exp (—1og d).
Similarly,
; 1 Kar &
Py [supHAHT ZX AL 22 dlg and ginit:|
<t
A S KaTy
<1P{ HA2T2 x-T2A2H> U and & }
< o tS;l?_ i1tt (; J) t 1, = 710 and Ci,2

< 2d* exp (f log? d) .
O

Corollary 5. Consider rk, = {r, = [rs(1 — log ™/ d) Ar),ru, = 75} and the parameters in
Proposition 20. We have

Py [77,,14 > %rk* log (‘“%Md) and g,-,,,-,} > 1 — 20d* exp(—log? d).
Proof. By using the first items in Proposition 15 and 16 ,and Lemma 6, Gy,;;, implies that
7I)ad > 7:101% /\ rk 1Og <d10§715d) .

On the other hand, within the (negation) of the events given in Proposition 20, we have

1.5
7:101% > Rad /\ rk 10g (dl%gd) .

Therefore, the statement follows. ]

F.7 Stability near minima

In this section, we will establish that given (SGD) is near global minimum it will stay near global
minimum. For the statement, we (re)introduce the block matrix notation: rk, = {r, = |7 (1 —

log~/® d) Ar],ry, =75}, we have
Gi11 Gy _ [P v _ A 0 A, — |[Apm 0
vy Vi 0 Al 7 0 Ay, 22|’

G =

K |:G212 G122

where G 11,v¢,11, A1, A(j711 € R™xrk« and A[j is introduced (F.2). We define the following
iterations:

1 1
* Given G, = Ix, — @ diagonal and V, = 2A52,11QtAe22,11 — Ay, 11, we define

-1
n
Kt_t,_l = Yt (Irk* + 14_ 1~1T] Vt>

n ) 8.1 o(1)
— (A2 - A1 — —2A .
Tz 1in ( (1T g g el log2d !

_ _ n/2
e Forvy=0,v,,; = v, + \/%thLl,ll-
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* We define a sequence of events {&; };1>0
—rk*_% rk*_% —rk; “ 1 1 rk,
&= —=—In, Jv, X —5—1Iy, ¢ N {4 Iy, 2 AfjvAf) = 1 Ifk*}’
log=d log= d log™d log™d

We define the stopping times
2
Tnoise (W) =1nf {t > 0| w & &} A d®,  Thoundea = inf {t >0 ‘ G Iy, — longrk*} .

and 7;table = 7:10156 A Rounded-

We have the following statement:

Proposition 21. Consider the parameters in Proposition 20. (SGD) guarantees that if Go 11 =

k¥ log?d _ . e
Iy, — @, we have Gy 11 = I, — @fort < % with probability 1 — d* exp(— log2 d).

L L
Proof. We define ¢, == 2Aj, v, A}, ;. We make the following observations observations:

* Since G711 + G112G/ 15 = I, for t < Tooundea> We have

4

Gt,lQGIm f logd

Irk*

Therefore, by using (F.8), we have for ¢ < Tyounded

4n
G = Gen +H(A£1,11Gt,11 + G111 — 2Gt,11A£2,11Gt,11) — —a— 1,
rk$ log d

2
— O AT, + :7/FV+

1 1
Then, if we define V,” = 2A;2,11Gt711AZ22711 — Ay, 11, we have

_ _ _ &n
Viaz Ve — n(Vt+1)2 +rIAZ,M - (7”((1 Jog d + CWQHAH%%)A%,H
*

/.

1 1
2 2
+ \/EAEQ,MVHLHA@Q,M

—1
_ n _ 8.1 1 1
=V (Ir LS MnVi ) +n (Aﬁhn T K logd logdAéz’H) + AL V1,110,

* To derive an upper-bound for G,, assuming G, < 1.11, , we have

-1
Vi —v,—— 1 yry W a0y
LT 1InTt T (1—1Ln)2 T 1-1aInt
n ) 8.1 0(1) .,
— (A2 | - —— Ay — —5A
+ 1—-1.1n ( G, 11 rk$ log d €211 lode £2,11
n 2 n 2
<V, - ———— V> 4+ —— A,
-t 1 _1Int iz Lln At

Then, by Proposition 34, we have G, 11 = 1L.11, . Since the bound holds for ¢ = 0, it holds for all
teN.

* To derive a lower-bound, we first observe that by monotonicity V; >~ 0. Therefore, assuming
V, -V,

/2 1 1
Vi 2 Vi - m@Aé,thAfz,n —Au )

n/2 (2 81, o) )

m £1,11 — W £2,11 — lo?d £2,11

+
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2
n/2
=V, - 1— Lin <2A422 11G Ae 1 \/(A%I,u rk 1og,dAiz,11 10g(221A32 11))
n/2 2 8.1 O1) o
— A —— A - ——=A .
* 1-1.1n ( 11 rk% log d f2,11 log2d £2,11
Then, by Proposition 34, we have V, >~ V,.

We start our proof by showing that V,” > V, + g . for t < Tgaple. Assuming the statement holds for
t € N, we have

-1
| 8.1
Vi =z (Ve +¢) ( ti 11 m(L/t +Ct)) +n (Ai,u T A lond 1ogdAf2’“>
° *

1 1
3 3
+ A£2,11Vt+1,11A£2,11

—1
n 5 8.1
v, (r+ 1 v, AZ O )
( 1—1.1n > +n ( Il @ og d 22*”)

—-1 -1
n n 1 1
- (Ir Tz 1.1n Vt) S <IT AR (V, +Ct)> T AL VA,

We have for t < Tgaple

—1 —1
<Ir - “Vt) ¢, (IT o +ct))

1—1.1n
n n
(N g?

V¢ — ——— _
C 1—-1.1n 1—1.1n

=§t—1_11

T]2 n n
TA- TR (If + 1_Lh1Vt) <t<Ir o +Ct)) (V, +¢,)
n’ O(rk.?)

(1-1In)* log*d

n 1 2 n 2 2
=¢ — — 1+4+log”d)¢S —
S 1.1n lodeL/t 1—1-1n( +log™d)¢,

_ n O() 1o
t 1 _ 1.1T] 10g2 d l2,11"

rky

=9

Since V;” =V, + ¢, the claim follows. Then, by the third item above, we have for ¢ < Tguple

0’

—a

1 rky2
logd ™ log?d

In the following, we will bound 7j,.;s.. We have

2
G: = Qo ‘v, = Irk* - Irk* = Irk* - @Irk* = Tnoise < Tbounded-

(a)
E, [v7] = vi+ 00 In, = E[vf] < O(Pt) I
1
By clipping strategy we used with L = log® d in (F.38), and defining ', := Iy, T2 =A7,and
k
Quad{)(X) == Y E,_, [(FZT X,T,? ) } te{1,2),
j=1
we can show that the following events hold: For any 7' € N,

~ 1 1 1
Enen = {%a%nQuadmb < O(n*T) and ma R{Y) < O(nrk? log? d)}

cEA'hm = {maxHQuad l2 < Oun(n 2Trkirl) and rtr1<ajgcR£i) < Oa(nrkir% log? d)}

where po is defined in Corollary 4. By using Proposition 19, we can show that with probability

d" exp(—10g? ), Troie > "8, O

69



G Auxiliary Statements

G.1 Matrix bounds
Proposition 22. For A, B € R¥" we have
~ATA-B'"B<A'"B+B"A<A"A+B'B.

Ifr =d, then (A+ AT)?2 <2AT A +2AAT". Moreover, if A, -- , Ay, are symmetric matrices,

k 2 k
(Z Ai> <k Z A2,
=1 =1

Proof. We have
(A-B)"(A-B)-0=A"A+B'B>-A"B+B'"A.
By using A < — A, we obtain the left inequality too. For the second inequality, we have
(A+ATY?=ATA+AAT + AA+ATAT
(A-ANHT(A-AT)=ATA+AAT —AA-ATAT
Therefore, (A + AT)? < 2(ATA+ AAT). For the last statement,

& 2 k k k k k k
<2A1> :ZA§+Z ZAZ-AJ-—FZ Z AinﬁkZA127
i=1 i=1 =1

i=1 j=i+1 i=1 j=i+1
where we use the first statement in the last inequality. O
Proposition 23. Consider a symmetric square matrix with block partition
A B
M= [ & C] |
If A is invertible, then M = 0 if and only if A = 0and C — BT A™'B = 0.

Proof. If A is invertible, we have

R e

BT Cc| |BTA! 110 C-BTA'B| |0 I
Note that
1 o]t I 0
_BTA—1 I {—BTA—1 I} ’
Therefore, the statement follows. O

Proposition 24. Let r,, < r and Z € R"*"s such that

Z = {2] , where Zy € R™**":, Zy € R'™"X",

Forant0 <e <1

AARSE [Zlozf 0} +(1—¢) {lelT - 2,2 (2:2])" 2,Z] 0

0 0 0
€ 0 0
1—¢10 Z2Z2—r ’
where A — A7 denotes the pseudo inverse operator.
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Proof. We will denote x € R" as

x .
T = {ml} where 1 € R, xy € R" ",
2

We have

1
' ZZ x = <;c1TZlZlT:c1 + 2z Z,Z) x5 + 1:82TZ222T;32> — %m;ZQZ;mg
—€

(a) €
> (2] 212, &1 — (1 — &)z Z:1Z) (Z2Z, )" ZZ] x1) — 17_6:@2222%2,

where we minimized the first term in the first line over x5 in (a). Since (a) holds for all x, the

statement follows, O

Proposition 25. Let A € R"™*" be a symmetric matrix. For S = —A, S — —(S + A)~bis
monotone.

Proof. Let S; = Sy = —A . We have

—(814+A) L4 (Sy 4+ A) P =(Sy + A) (81— So) L+ (Soa+ A)TH TS+ A) L - 0.
(G.1)

For S > S5, we canuse S + I, in (G.1) and take € | 0 O

G.1.1 Additional bounds for continuous-time analysis

Proposition 26. For a symmetric positive definite D1, D4, and C' > 0, we have
_ -1 _
D, (D1 + Z,(CI,., + Z, D;'Z,) 1ZI) Z,Z] (2,2] +CD,)” ' D,
— 7,(CI., + Z{ D;'Z,+ Z] D' 2,) "' Z].

Proof. We have

(Dy + 2,(CI,, + 2] D;' Z,) "'z ) ™!

— D' -D7'z/(CI,, + 2] D;'Z, + Z] D' 2,) ' Z] D"
Therefore,
D\(Dy + Z(I,, + Z, Dy 2,)"'2]) ' Z,

= 2(1., - (CL.,+2] D;' 2, + Z] D' 2,) 2 D;'7))

— Z,(CI,, + Z3 D;'Z> + Z] D' 2,) "' (CI,, + Z] D;' Z)
Then,

— —1
Z,(CI,, + 2] Dy'Zy + Z] D' 2,) "' (C1,, + Z] Dy Z5) Z] (Z:Z] +CD,)” ' D,
=7, (CIL., + 2, D;'Z, + 2] D; ' 2,) " 7.
O

Proposition 27. For some diagonal positive definite A = diag({a;}~,) and B := diag({b, }?;’f“ ),
we let
Aexp(—tA) Do — Bexp(—tB)

D= —— —— =
YT, — exp(—tA)’ > Is,. —exp(—tB)’

For some Zy € R™X"s Zy € RUE=T)XTs qnd O > 0, we define

M = exp(0.5tA) 2, (CI,, + Z3 Dy Z> + Z] D;'Z,) "' ZJ] exp(0.5tB).
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We have

7"u/\rS

g Amin(Z Z2)\ @i €xp(t(a; +b;))
HM| g ( max lel )exp(t(al + bl)) A (C+ )\max(zDQ) ) exp(tai) -1
where
C, _ )\max(Z;ZQ)
Amin (Z7 Z2) ) 2
(O + >\max(2D2)2 )
Proof. For convenience, we will use
- A ~ B
Di=— —— Dy=
YT —exp(—tA) T2 Iu_,.. —exp(—tB)’
Z, = exp(0.5tA) Zy, Zy = exp(0.5tB) Z.
We let
—1
M, = Z, (c*ITS + 2] Dy Zy + Zf[);lz}) :
MQ = (CITS + Z;D;122 + Z;—D;1Z~1>T 22
We observe that
Tu/N\Ts
|M[5 = Tr(M, My M, M) < ) Ai(My M)A (M M)
i=1

where we used that rank(M; M, ) < r, A r, and Von Neumann’s trace inequality in the last part.
We have

My M < exp(0.5tB)Z; (CI,., + +—

< Amax(ZQ Z2)

- Amax(Zy Z2)
C + >\max(2D2)2

523 Z2) " Zaexp(0.5LB)

xp(tB)

On the other hand,

_ Aumin(Z3 Z e
MM <7, (o4 2B 22 p oy prpog) T
)\max(DQ) °
S A A (T e AR AR
= )\min(Z;ZQ) 1 r5+ 1 (( + /\mdx(Dz) ) 1) 1 1
C+ )\max(DQ)
1 5 5T Moin(Z3 2D\ B 5 5T\ Ain (23 Z2)
= 28 (0 5258 Do 22) (0 52 565) D)
/\max(D2)
We have the following at the same time:

5 5 Amin(Z, Z ~ 5 5 Amin(Z, Z Amin(Z, Z. ~
- 2027 (042555 b+ 2i2) (04 5550 By < (04 24545) D

<~ ) T - -~ -1 ) ~
 202] ((C+ 232 B2 Dy 4 2,2] ) (04 252 20) Dy < X (212] ) exp(tA)

Therefore, for ¢ < r A r,, we have

1 Amin(Z3 Z2)\ ai exp(ta;
)‘i(MlMlT) < o N (Z] Z3) ()‘maX(ZIZI)eXp(tai) A (C+ )\ma(x(Z)DZ)Q)) ex;?(trt)z(it)fi)
+ )\max(DQ)
Therefore,
ru/\7
. ) )\min(ZTZZ) ai exp(t(aZ + bz))
1M z_: ( mox(Z1 2] exp(t(ai +bi)) A (C F Rax(D2) ) exp(ta;) — 1 '

O
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G.1.2 Additional bounds for discrete-time analysis

Proposition 28. For some positive definite diagonal matrices Dy, D1 € R"™™" and symmetric
matrices G,v € R"™*", we let

V = 2DEGD; — Dy and ¢ == DivD} and V =V +¢,

where
b ||GH2 é LG and ||I/||2 S Ly and HDQHQ S Lo.
* |Dy'Dyl2 < Lyjg and | DDy |2 < Loja.
* For notational convenience, let Ly = 2Lg + L1j9 and L, == 2(Lg + L) + Ly/0 -
For0<n< ﬁ, we have that (I, +nV') and (I, + V) are invertible and the following bounds
F
holds:
. N . N
— Dy < V(L + V)¢V (IT + nv) < 1Dy, —CoD =V (V2 (Ir + nv) < oDy
(G.2)
Ny !
— 3Dy XV (I. + V)¢ < CsDy, — C4Dy =¢V? (IT + nv) < C4Dy,
(G.3)
where
LyLop LAL;L3 LyLop LrL% L
C = y, Og=—7———F—
(1 —T}LFL()) (1 _nLFLO) 1 —T}LFLO
o _ LoLonLh L Ly Loj L L3
8T 1—nLpLy ' S Y

Proof. Note that ||[V[|3 V [|[V]]2 < L Lo, therefore, if 0 < 71 < ﬁ, (I, +7nV)and (I, +nV)
F
are invertible. For the following, we introduce the notation

G=G+vand F=2G+D;'D, and F =2G + D;'D;.

Note that we have ||F'||s < Lg and HFH2 < L. For the left part of (G.2), we write

1

DAV (L V) eV (L4 4V) Dy
= FDoFDy (I, + nF Do)~ vDo I (IT + nD0F> -
Therefore, we have
| FDoF D (I, +yF Do)~ vDoF (I, +nDoF) ||

| F|I3]1 |2 ]| Do 13|~ ||2
= (1=l Fl2Doll2) (1 = 7l F|l2| Dol2)
< L%LFL%LD .
= (1 =nLpLo)(1 —nLpLo)
Therefore, we have the bound. For the right part of (G.2), we write

. -1 1 N N <\ 1

Therefore, we have

~ 2713
_ FIAFIBIDo 3w ]2 _ Lrlyloley

N N \ 1
FDywDoFDyF (I, + 1Dy F) \ < :
H 2 L=nl[Fll2] Doll2 1=nLLo
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which gives us the bound. For the left part of (G.3), we write
Dy V3 (I, + V) ' ¢Dy* = (FDy)* (I, + nFDy) ‘v
Therefore, we have
IFIEIDol3¥]l2 . LvLiL
2~ 1—n||F[2|Dollz = 1 =nLrLo’
which gives us the bound. The the right part of (G.3) can be derived similarly.

H(FDO)3 (I, + nFD,) " uH

Proposition 29. Let V, V € R™" be symmetric matrices such that V=V+ ¢ . We have
N N N1
1% (IT n nv) V(L +qV) =, V)¢ (Ir n nv) .
Moreover, given that
M :=¢—nV{—1CV —n¢® +* ¢V +1°¢ +n* VIV
under the conditions of Proposition 28, we have for any kg > 0,

2 _ \ 1
— SV PGV Y O Dy 2 (L V) ¢ (L V) - M
d

PN

én%Q + 023V + AV EEV + O Dy
where C' = C + Cy + C3 + Cy, i.e., the sum of the constants given in Proposition 28.
Proof. We write

V(L +qV) " = (I, +qV)'V

= (L +qv)" ((Ir +nV)(V +¢) = V(I + nV)) (L +qv) "

— (I +7V) "¢ (L- + nV)fl .

For the second part, we write

(I +nV) "¢ (Ir + nV)_l

— (L —nv @ +nv) )¢ (Ir —V (L + nV)_l)

=¢—nV (Ir -V +7*V3 (I, + nV)fl) ¢

4 (Ir —nV +? V(I + nV)_l) +0*V (I + V)1 ¢V (IT + nV)fl
=C V¢V —n¢* + PV 4+’ ¢V =P VA (I, + V)¢

eV (Ir + nf/)_1 + 2V (I + V) ¢V (IT + m‘/)_1

‘We have
NPV 42V = PV 2V + )2 = PV + ¢V + 2V 4%V ¢+ 0P ¢e.
=M,
Moreover,

V(I + V)¢V (IT + nV)fl
N .\ 1 . . N —1
— V¢V (Ir + nv) — PV, + V) eV (Ir n nv)

N N N N .\ 1
— PVCV — PV V2 (IT n nv) PV V) eV (IT " nv)
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\ N1 \ -1
= PVCV 4V VY2 (L+aV) V2 (L+qV) ' ¢V (L 40V
———
=M
By Proposition 22, we have
—22C? — PV =PV PV X My + Mo < 20°C2 + PV + VRV

Therefore by Proposition 28, we have

2
_72772C2_772K?1V4_772K3VC2V_C7)3D1

> <@y (V) M
< AV PGV Y 0D
O
Proposition 30. By using the notation in Proposition 28, we consider
n < Tole and 0 < e < Ejéz -1
Then,
V(I +nV) ' —enV2 = V(I +3(1+)V) ' —25en>CD,
V(I +nV) ' 4+enV2 =V (I, + (1 —e)V) ' + 1.5en’CDy,
where C = 7]140_/55)?5?
Proof. For the lower bound, we have
VI, +nV) ' —env?
=V - (1+emV2+n?V3(I,. +nV)™!
=V - (1+emVi4+ 0 +e)* V3T, + (1 +e)nV) ™!
— e +PVII A V) 4+ (1 +e)2en® VAL + (1 +e)pV) L (I, + 77V)71
=V (I +n(1+e)V) ' —25e0°CDy,
where we used C's with L, = 1 in Proposition 28 in the last step. For the upper bound,
V(I +nV) " +env?
=V -1-eV2+n’V3(I, +nV)!
=V -1-emVi+(1 -V, +(1—e)pV)!
+ (2 - PV + V)T = (1= )2 VAT + (L —e)pV) N (L + V) !
<V (I +n(1+e)V) ' +1.5:0°CDy.
O
Lemma 7. Foranyn € Randt € N, we have
I ol t (Irr~+nA)t-2F(Iw—nA)t A1 (1,,.+7,A)f;(1,,,_7,A)f
[771\2 L ] B A (IT+nA)t;(Ir—nA)* (1T+nA)tJ£(1T_T,A)f (G4)

Proof. We observe that

t

A= [ 182 ﬂ = (G4) = Z (;)nkA’“.

k=0
Note that

A% 0 0 A%
AQk’ = |: 0 A2k and A2k’+1 = A2k+2 0 .
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Therefore,
r t B t kAk t (T kAk—l
(t) AR 2p=0 (W) 2p=n (W)

Shg (A Ty Gt

[ Letn) +(Tr=nA)' A1 TetnA)' — (I —nA)'!
2 2

A(I,.+nA>f;<I,-an)‘ (I,.+nA>‘§(IT*nA)*

G.2 Some moment bounds and concentration inequalities

Lemma 8 (Hypercontractivity). Let P, : R? — R be a polynomial of degree-k and x ~ N(0, I5).
For ¢ > 2, we have E [Pk(a:)q]l/q <(¢g— 1R [Pk(m)Q]l/z .
Lemma 9. Let x ~ N(0,1;) and S € R™? be a symmetric matrix. For u > 0,

P [ja" Sz — Tr(S)| > 2||S| ru + 2||S||]2u?] < 2.

Proof. We note that " Sx — Tr(S) has the same distribution with Zle \i(S)(Z2 — 1), where

Z; ~ia N'(0,1). By using the Laurent-Massart lemma [LMO0O0], we have the result. O
Corollary 6. Let y = ' Sz — Tr(S) and * ~ N(0,1;). For p > 2, we have IEHy\”]% <
(» = )V2|S|lF.

Proof. By observing that E[|y|?] = 2||S||2, we have the result. O

Corollary 7. For A € R, p > 2 and & ~ N(0,1), we have E[||ATz||*"]> < V3(p —
)T AT A).
Proof. By Lemma 8, we have E[|| ATz ||?"]7 < (p — 1)E[| AT z|4]?. For S = AAT, we have
E[|ATz|3] = E[(z" Sz)?] = Tr(E[(z " Sx)xz]S).
We have
(a)
E[(x" Sx)xx] = Tr(S)I; + 28 = E[||ATz||3] = Tr(S)* + 2||S||% < 3Tr(S)?,

where (a) follows that S is positive semi-definite. Since Tr(S) = Tr(A T A), we have the statement.
O

Proposition 31. Let x; ~; ;4 N(0,1,), for j € [N]. There exists a constant ¢ > 0 such that for
5= u(r++/Crlog d+C log d)

, we have
N
Z 1Tr(S(zjz) — IT))2 — 1| > max{26,6%} 4+ 10d~/2

< d? exp(—cu?®) +2Nd=°.

Proof. We observe that

()13 +7) -

M| —

1
§ij%T —L|r <

By using Lemma 9, we can derive

P[|lz;||3 < 7+ 2y/r\/Clogd+2Clogd] > 1—2d €.
:2Ej
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We have
[E [4Tr(S(@;2] —1))"1e, | - 1] = E[T(S(@;a] - 1.)"1¢;]
< 1B [Tr(S(aje) —1,))"] " vai-or:
< 9v2d~9/2.

By using [Ver10, Theorem 5.41], for § = ur+ver %ﬂc logd) 'we have

<P| sup |— 1
serrxr |V 4 2
[ISllF=1

+2Nd= ¢

< d? exp(—cu?) +2Nd=°.

Proposition 32. Let xj ~; ;4 N(0,1,), for j € [N], and W € R*" be an orthonormal matrix.
For a fixed S € R4*¢, C > 16 and N > Crlogd, we have

Pl i %TF(S(ijjT—Id))WT(ij;r—Id)W—WTSWHQ >24el|S|r (/G +d7 )]
1

—Cr

<2 ® +2Nd°.

Proof. Without loss of generality, we assume ||.S||z = 1. By using Lemma 9, we have

P[|Tr(S(zjz; — 1)) < 4y/Clogd] >1—2d".
::Ej

For the following, we fix a v € S¢~1. First, to bound the bias due to clipping, we write:

‘E {Tr(S(scjij - Id))(('v,a;>2 B 1)115;}

<E [Tr(S(wjij - Id))ﬂ ‘E [((v,w>2 - 1)4}% V2d=C/? < 18v/2d-C/2.
On the other hand, to bound the moments of the clipped random variable, we have for p > 2,
E [|Tr(S(wja:;-r — 1)) (v, )? — 1)|P]15].]
< (44/Clogd)PE [Tr(S(alr:jazjT — Id))z\(<v,w>2 - 1)|p} < (126)2(8\@6@)1’_2%.

By using e-cover argument, we can derive

N
1 1 T T T T —C/2
P HN ; STH(S(@a] — L)W (@;2] — L)W W SWH2 > 24eu + 18v/2d-C/

—Nu?/2
<2-9"¢ <7) +2Nd°.
= P\ T u/Clogd
By using u = 1/Cr /N, we have the result. O
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Proof. Without loss of generality, we assume ||.S||r = 1. We have
N 9 | X , 2
T . T
H ;yj(scja:j —I;) — SHF < sup N Z sTr(S(zje) — 1)) — 1
j:

SERTXT‘

=1
Islp=11 "’

Hence, by considering the event in Proposition 31, we have the statement. O

Proposition 33. Let X € R be a random variable such that for some K, C > 0, E[|X|?] < CKPpr°©
wl/e
for some ¢ > 0andp > k. Then, P[|X| > Ku] < Ce™ "< foru > (ke)“.

Proof. Use Markov inequality with p = % O

G.3 Miscellaneous

Proposition 34. We consider n < 1—10. The following statements holds:

e For0.2> 6 >0, let
U1 = g +nue(l —uy), 140> ug > 0.

We have 1 + (5 vV %) > sup, uy > 0. Moreover, t* = inf{t : uy > 1}, we have u;y1 > w; for

t <t*andup > ug > 1fort > t*.
e For0.5>¢e>0and 1.1 >uy > ug > uy > 0, let

Uppr = + (1 +e)ue(l — W) and wyyy = uy +nu (1 — wy).
and
up F nue(l —ug) <uppr <ug+ 11+ e)ug(l — uy).
We have

1 nt
5 (1 /\goem) <u <up <y < (1.1 /\ﬂoe”(pre)t) .

Proof. If t > t*, by monotonicity of the update, we have 1 < uyyg < up < ug-. If £ > 0, then
fort < t*, we have 1 > u; > 0 and us(1 — u¢) > 0, and thus, we have w1 > u; > 0. Next, we
observe that u;~ < 1 + 0.257 and by monotonicity of the update for ¢ > t*, we have 1 < uy < .
Hence, it is sufficient to bound u;~ to bound sup, u;. Note that, we have 1 > w3 > 1 — 0.257,
and thus,

2
— 14l —up ) S1+7> = upe <141
U —1 4

Up*

For the second item, by monotonicity, we have 0 < u, < u; < u; < 1.1. Moreover, by [AGP24,
Lemma A.2], we have for t < t,, :== inf{t : u, > 0.5}

nt
1
yoe +n

m ,
<gt:>;el+n <

1+ goe%
For t > t,,, by the first item, we have u, > 0.5. Therefore, we have
1 nt_
3 (goelﬂ N 1) < .
On the other hand, for all t € N, we have u; < Hoe”(HE)t. By the first item, we have u; <
eI+t A 1.1, O
Proposition 35. Fort, A > 0, we have
1 A 1
< < -
texp(tA) ~ exp(tA) —1 — ¢t
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Proof. The upper bound follows exp(t\) — 1 > t. For the lower bound,
1 A exp(tA) —tA —1

- = ) G.5
texp(th) =1  t(exp(th) —1) ©)
We have
exp(tA) — th — A(exp(tA) —1).
Therefore,
1 A 1 A
GSH<AN=-<———+ )= < .
G5 = t— exp(t)\) -1 * texp(tA) ~ exp(tA) — 1
O
Lemma 10. Lerr, =< d7, v € [0,1), and log™' d < Cyq < log'® d. We define Fy, G4, Hy as
2
1 1
Fy(u) = (1— _1> , Gy(u) =1- —,
(o) (1) NERIOR
1
Hq(u) = (1 —Cq (%) ) :
’ +

We have
* Forany C > 0, sup,,<jogc gl Fa(u)| < 1ford > Qc(1).
sup,|Ga(w)| V |Ha(u)| < 1.

* Foranyd € (0,0.5), let Cs .= {u > 0: |u—1| < §}. For any compact K C (0,00] \ Cs,
we have Fg(u) Ao, 1{u > 1} uniformly on K.

* For any compact K C [0, 0] \ Cs, we have

Ga(w), Hy(u) =% 1{u > 1}, G2(u) =% 1{u > 1}

all uniformly on KC.

Proof. For the first item, if u < logc d, ford > Qc(1)

dCqu d t

-1>————-1>0.
Ts _TslogCHd

Therefore, | Fy(u)| < 1. For the second item, since 4“2 > 1 for d > Q(1), the item follows.

For the third item, since E := [0, 00) \ Cs is closed in [0, c0), it suffices to establish the result on
small open intervals around each point of of E within [0, c0). Fix ug € E and choose € € (0,6/2).
Since B(ug, €) == (up — €, up + €) N [0, 00) is convex it can be either in P == {u: u > 1+ §/2}
or Po :={u: u < 1—4/2}. Without loss of generality let us assume it is in P~. Then,

1
sup |Fg(u)| <1-—

w€B(ug,e)CP< 14 (Og(Cd) _ (ﬁ)_1> (%)—05(1)

A similar step can be repeated if B, C P-.

For the last item, we first observe that uniform convergence of G4(u) implies the uniform convergence
of G%(u). Therefore, we will only prove the first result. Since E := [0, oc] \ Cs, is compact, and thus,
P. N E and P. N E are also compact, we can directly use these sets. Without loss of generality let
us use P~ N E. Then,

sup |Gd(u)\ V |Hd(u)| < (1 _ Cd%05(1)> 0.

ueEPNE +

A similar step can be repeated if P~ N E. Therefore, the statement follows. O
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Proposition 36. Letr, < r and

(0, 00), a €[0,0.5) [re, ac0,05)
te{(o’oo)\{ja:jEN}7 a > 0.5, Reff —{

We have

e ForK e {G,H} and t # limg_, o0 ﬁ“, we have

Kd(m) - ]].{% > t/feff} = Od(].).

» ForK e {F,G,H},

Ty

1
A1

A2 (Kd(m) ~1{% > meﬁ}) = 04(1). (G.6)
j=1

Proof. The first item immediately follows Lemma 10. In the following, we will prove the second
item for the heavy and light tailed cases separately.

For o € [0,0.5): We define a sequence of measures p4{7/r} oc j=2%, j < [r]. We observe that

» We have yq — p weakly such that g is supported on [0,1] and x([0,7]) = 7172¢ for
T € [0,1].

* Moreover, (G.6) = Ex~,, [(Ka(X¥/t) — 1{X* > t})1{X < Zx}}].
By using the Cs definition in Lemma 10:
Ex i [(Ka(X /1) = {X* > tH {X < T H]|
S Exopg [[Ka(X/t) = {X® > $}1{X" € [0, 1]\ Cs}]
+ Exopg [Ka(X/1) = {X* > HH1{X* € Cs}]

(a)
< 04(1) + Pxpu[X* € Cs],

where we used the second item in Lemma 10 for (a). Since Px~,,[X* € Cy] 6_>—0> 0, we have the
first result.

For o > 0.5: We define a sequence of measures y4{j} o 2%, j < [r]. We observe that

» We have p1g — p weakly such that p{j} o j72% for j € N.
* Moreover, (G.6) = Ex~,, [(Ka(X/t) — 1{X* > t})1{X < r,}].

Lett € ((j — 1)“,]’0‘) for some j € N. For small enough § > 0, we have

[Exmp [(Ka(X/8) = L{X™ > ))1{X < r,}]|

= Exopy [[Ka (X /1) = {X > }I{X €[0,r, [} 1{X* £Cs}] z oa(1),

where we used both items in Lemma 10 for (b).

Corollary 8. For 1> cq > log™° d, we define

—Xexp(—tA) A2exp(—tA) [cqTs Aexp(—tA) |t
ga(\ 1) = T2 s (e e )
1—exp(—tA) (1 —exp(—tA))2\t d 1—exp(—t\)
Letr, <rand

e, € 0,0.5)
off ‘= s Tc = Re 1 drs.
Fieft {17 a>05 ff = Hett log ¢/
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We have

1 = T
TATE D gaitTer) = Y NL{5- > tre} | = 0a(1)
Fo\j=1 j=1

for any fixed

(0,00), a € 10,0.5)
te {(0700) \{j*:j €N}, a>05.

Proof. We observe that

1
Nt)=A(1-
a1 ( 1 —exp(—tA) + £2¢ exp(—tA))

Therefore, we have g2(\;tTer) = A2 F,(+——). Then, by Proposition 36

AjtKett

1 Ty ) Tu )
m (Zlgd()\j;t'l'eﬁ‘)— Zl)\jl{%j > tmeﬁ:}>
J= j=

1
= m Z)\_? (Fd(m) - ]]-{% > tl{eff}) = 0(1(1)
j=1
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Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: : The main claims made in the abstract and introduction are supported by our
main theorems, Theorem 1 and 2, and their corollaries, Corollary 1 and 2.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, we discuss limitations in the Conclusion part (see Section 6)
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: The details, including assumptions, for the theoretical setup are detailed in
Section 2. The proofs are presented in appendix (see the Supplementary file)

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Details to reproduce the simulations in Figure 1b are provided in its caption.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: This is a theory paper; toy experiments are conducted on Gaussian data.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The details of our toy experiments are provided in the caption of Figure 1.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Error bars are provided in Figure 1b; however, they are not visible.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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8.

10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: This is a theory paper; toy experiments are conducted on Gaussian data.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Yes, this submission follows the NeurIPS Code of Ethics
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The goal of this paper is to advance the theoretical understanding of training
dynamics of two-layer neural networks. There are no direct societal impacts of our work
that should be highlighted here

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: This paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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13.

14.

15.

16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer:[NA |
Justification: We do not use LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

88


https://neurips.cc/Conferences/2025/LLM

	Introduction
	Our Contributions
	Additional Related Works

	Background and Problem Setting
	Student-teacher Setting
	Training Objective

	Continuous Dynamics: Population Gradient Flow
	Discrete Dynamics: Online Stochastic Gradient Descent
	Overview of Proof Techniques
	Proof Sketch of Theorem 1
	Proof Sketch of Theorem 2

	Conclusion
	Additional Figures
	Preliminaries for Proofs
	Background: Matrix Riccati Dynamical Systems
	Continous-time Matrix Riccati ODE
	Discrete-time Matrix Riccati Difference Equations

	Proofs for Main Results
	Proof of Propositions 2 and 3
	Decomposition of the population risk
	Proof of Theorem 1
	High-dimensional limit for the alignment
	High-dimensional limit for the risk curve

	Proof of Theorem 2
	Proof of Corollary 1 and Corollary 2

	Details of the Fine-tuning Step
	Characterizing the Minimum
	Computing the Minimum
	Proof of Proposition 11


	Deferred Proofs for Online SGD
	Preliminaries
	Including second-order terms and monotone bounds
	Heavy tailed case - [0,0.5)
	Light tailed case - > 0.5

	Definitions and bounding systems
	Proof of Proposition 14

	Analysis of the bounding systems
	Lower bounding system
	Upper bounding system

	Bounds for the second-order terms
	Noise characterization
	Stability near minima

	Auxiliary Statements
	Matrix bounds
	Additional bounds for continuous-time analysis
	Additional bounds for discrete-time analysis

	Some moment bounds and concentration inequalities
	Miscellaneous


