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Appendix

A Extended Related Work

A.1 Graph Neural Networks (GNNs)

GNNs have demonstrated their considerable potential as a robust tool in the non-Euclidean domain,
as highlighted in seminal works such as [35, [70} 61} (82, [10} [73] 39} 144 |63| 20} 38, 47]. GNNs
facilitate the representation of non-Euclidean data through an end-to-end model, optimized via
backpropagation. These models, which accept a broader format of input, have been employed in
various fields beyond traditional areas like computer vision and natural language processing, covering
numerous tasks reliant on grid data. For instance, recent studies, such as those by [14} 24]], have
focused on designing GNNSs to handle molecular structures, which are naturally representable as
graphs. Additionally, efforts like those by [55] aim to harness information from relational graphs. In
this paper, we investigate the implementation of resource-efficient model reuse strategies for GNNss,
aimed at minimising training efforts.

A.2 Model Reuse

Model reuse has been extensively explored in the Euclidean domain, particularly within convolutional
neural networks (CNNs), as evidenced by significant works such as [17, 153} 150,179, [12} [77] 184, 48]].
This approach leverages pre-trained models to enhance performance or reduce training efforts for
downstream tasks. However, the application of model reuse in the realm of GNNSs is relatively nascent,
despite the growing prevalence of topological data [33) |34} 154] and the availability of pre-trained
GNNss online, which facilitate reproducibility and experimentation.

Notably, pioneering efforts by Yang et al. [76] introduced a knowledge distillation method specifically
tailored for GNNSs, aiming to create a lightweight model from a more complex teacher GNN. This
work sparked further innovations, including those by Deng et al. [9], who introduced a more
challenging scenario of graph-free knowledge distillation, and Joshi et al. [32]], who enhanced the
method with contemporary contrastive learning techniques. Furthermore, the study in [29] expands
these concepts to multi-teacher scenarios, aiming to integrate knowledge from various heterogeneous
pre-trained GNNs into a compact student model without the need for labeled data. However, this
approach necessitates a cuambersome re-training process. In this paper, we introduce the first entirely
learning-free model reuse paradigm, specifically designed for GNNs.

A.3 Efficient Learning on Graphs

GNNs have become the predominant tool in the field of topological graph data analysis [35} 169, |82,
27,[10]]. Despite their impressive performance, the rapid evolution of GNNs introduces two primary
challenges: the increasing scale of graph data [23,[7,|18]], and the substantial growth in GNN model
size [36} 16, 128]], which leads to computationally intensive training [43l [80]. In response, researchers
have developed several efficient graph representation learning techniques [26]], including GNN
quantisation to produce lightweight 1-bit representations of parameters and features [64} 4, 21} 30],
neural architecture search to identify efficient architectures [59, 158, 160]] tailored for GNNs [13] 49]],
and model reuse strategies that leverage knowledge from pre-trained models to reduce model size
and training efforts [[76} 9, 83| [11} 62} 32| 29| |16 42, 31]]. This paper specifically explores model
reuse tailored for GNNs, aimed at facilitating efficient graph computing in a completely learning-free
manner.

A.4 Over-smoothing Alleviation

Over-smoothing remains a pervasive issue in GNNs, where node features progressively blur into non-
distinctiveness as the network depth increases, resulting in the dilution of essential information [52].
One approach to mitigate this effect involves architectural modifications to GNNs. Implementations
such as adding skip connections or residual layers have shown promise [37]. Notable models like
GCNII [6] and Jumping Knowledge Networks [71] incorporate these techniques to allow layers to
leverage both their immediate inputs and outputs from prior layers or initial features, aiding in the
preservation of the original node data.



Another strategy involves the use of normalisation methods during the training process to protect
the diversity of features. Techniques like DropEdge [S1], which intermittently omits edges during
training to avert homogeneous feature blending, and PairNorm [81]], designed to maintain consistent
pairwise distances across layers, play crucial roles in preserving a balanced distribution of node
features across the network. However, these techniques rely on ongoing learning processes, which
contradicts our aim of achieving efficient GNN reuse without the need for further training in GRAMA.

In this work, we identify and explore the over-smoothing effects in reused GNN models and propose
a learning-free normalisation layer that effectively counters the over-smoothing challenge in resource-
efficient GNN reuse.

A.5 Model Merging (Model Fusion)

Model merging, also known as model fusion, seeks to combine multiple deep neural networks into
a single model, relying solely on their parameters [67} 156\ [1} 22} 57} [72| 40, [75! 41} [78, 146\ 2| 25]].
A significant challenge in model merging involves establishing neuron correspondences between
different models. OTFusion [56], developed by Singh and Jaggi, utilises the Wasserstein distance
to align weight matrices, facilitating parameter fusion without the need for re-training. In contrast,
Git Re-basin [[1] suggests minimising the L, distance between weight vectors to determine neuron
associations. Building upon these works, recent advancements extend OTFusion’s application to
Transformer architectures [22] for enhanced efficiency and performance. A comprehensive survey on
recent model merging techniques is provided in [40,[74]]. Despite these developments, the integration
of model merging techniques within GNNs remains unexplored. This paper presents GRAMA, the
first method designed for weight space model merging in the non-Euclidean domain, addressing the
specific challenges inherent to graph tasks.

B Model-specific Formulas of Equation 2

To maintain clarity and simplicity, Eq. 2 in the main paper is based on the most basic form of GNNs.
In this section, we develop more detailed, model-specific formulas for Eq. 2. Our model formulation
presented here follows the unified mathematical framework detailed in [[10], albeit with symbols
adapted to those used in the main paper.

Eq. 2 tailored for GCN of Kipf and Welling [33] is as follows:

AF;~o | W . 1
7 ge%:( /deg,+/deg Z\/degj Z \/de Z\/de W
Eq. 2 tailored for GraphSAGE [15] is as follows:
AF; ~ ¢’ (W Concat (X;, Mean;e (X)) - (e Concat (X;, Mean;enr() X)) - (2)

In our future work, we are committed to developing more model-specific formulas tailored for more
GNNG.

C Dataset Statistics and Descriptions

Table Al: Summary of dataset statistics used in the main paper and the appendix.

Names Task Descriptions Nodes Edges # Graphs
ogbn-arxiv [65,19] Multi-class Node Classification 169,343 1,166,243 1
ogbn-products [5,[19] Multi-class Node Classification 2,449,029 61,859,140 1
ogbn-proteins [8,[19] Multi-label Node Classification 132,534 39,561,252 1
ogbg-molbace [68,[19] Graph Classification 51,577 111,539 1,513
ogbg-molbbbp [68,/19] Graph Classification 49,068 105,842 2,039
ModelNet40 [66] 3D Object Recognition 12,603,392 252,067,840 12,311
S3DIS [3] 3D Semantic Parsing 77,709,312 1,554,186,240 18,972




Table A2: Statistics on disjoint spaces per building area from Armeni et al. [3].

Area Area (m2) Volume (mB) Office Conf. Room Auditorium Lobby Lounge Hallway Copy Room Pantry Open Space Storage WC Total Num
N N N 1 N N

Area 1 965 2850 31 2 8 1 1 45
Area 2 1100 3065 14 1 2 - - 12 - 9 2 39
Area 3 450 1215 10 1 - - 2 6 2 2 24
Area 4 870 2780 22 3 2 - 14 - 4 2 49
Area 5 1700 5370 42 3 1 15 - 1 - 4 2 55
Area 6 935 2670 37 1 1 6 1 1 - - - 53

Table A3: Object class statistics from the dataset of Armeni et al. [3].

Area Ceiling Floor Wall Beam Column Door Window Table Chair Sofa Bookcase Board
Areal 56 45 235 62 58 87 30 70 156 7 91 28
Area2 82 51 284 62 58 94 9 47 546 7 49 18
Area3 38 24 160 14 13 38 9 31 68 10 42 13
Aread 74 51 281 4 39 108 41 80 160 15 99 11
AreaS 77 69 344 4 75 128 53 155 259 12 218 43
Area6 64 50 248 69 55 94 32 78 180 10 91 30

The datasets used in this paper cover various tasks, including node classification, graph classification,
and 3D object recognition, offering a thorough assessment of the proposed methods. The ogbn-arxiv
dataset supports multi-class node classification with 169,343 nodes and 1,166,243 edges, while
ogbn-products presents a larger scale with 2,449,029 nodes and 61,859,140 edges. Another multi-
class node classification dataset, ogbn-proteins, consists of 132,534 nodes and 39,561,252 edges,
introducing additional complexity through multi-label classification. For graph classification, the
ogbg-molbace and ogbg-molbbbp datasets are used, comprising 51,577 nodes and 111,539 edges
across 1,513 graphs, and 49,068 nodes and 105,842 edges across 2,039 graphs, respectively. These
datasets offer diverse challenges for evaluating GNNs.

The ModelNet40 and S3DIS datasets are used for 3D object recognition and semantic parsing tasks,
respectively. The ModelNet40 dataset contains 12,603,392 nodes and 252,067,840 edges across
12,311 graphs, supporting the evaluation of 3D object recognition models. In comparison, the S3DIS
dataset, intended for 3D semantic parsing, comprises 77,709,312 nodes and 1,554,186,240 edges
distributed over 18,972 graphs, significantly increasing the data complexity and volume. Additional
statistics for S3DIS are provided in Tabs.[AT] [AZ] and[A3]

D Sensitivity Analysis

We include in Tab.[A4]a sensitivity analysis with varying « for interpolation. This analysis explores
the impact of different interpolation factors on the performance of our model across two datasets,
Dataset A and Dataset B.

The results demonstrate a clear trend: as « increases from 0.1 to 0.9, the performance varies
significantly. For Dataset A, the performance gradually improves as « increases, reaching its peak at
a = 0.9 with a score of 0.7222. Similarly, for Dataset B, the performance decreases as « increases,
peaking at a = 0.1 with a score of 0.7254 and reaching its lowest at a = 0.9 with a score of 0.5755.

Notably, v = 0.5 generates a balanced performance across both datasets, with a score of 0.6531 for
Dataset A and 0.5957 for Dataset B. This outcome aligns with our assumption that o = 0.5 ensures
unbiased knowledge incorporation from both parent models, providing a compromise between the
extremes observed at lower and higher « values. This balanced performance at o = 0.5 supports the
idea that this interpolation factor is optimal for integrating the knowledge from two parent models
without favouring one over the other.

Overall, the sensitivity analysis confirms that while varying a can lead to significant changes in
performance, an interpolation factor of & = 0.5 delivers a balanced and unbiased integration of the
knowledge from the parent models.



Table A4: Sensitivity analysis of the interpolation factor « for Tab. 2 of the main paper.

« 0.1 0.3 0.5 0.7 0.9
Dataset A 0.6344 0.6345 0.6531 0.7077 0.7222
Dataset B 0.7254 0.6504 0.5957 0.5855 0.5755

E Additional Results and Implementation Details

In this section, we provide additional implementation details for our experiments. All experiments
were conducted on a single RTX 4090 GPU, with each parent model pre-trained using different
initialisations. The code and models are included in the supplemental material.

In Tab. we present the architecture used for the experiments on ogbn-arxiv. During pre-training,
we use the Adam optimiser, with a learning rate of 0.005.

Table AS: Detailed network architectures for the task of node property prediction on the ogbn-arxiv
dataset.

Pre-trained Architectures
Architecture-ogbn-arxiv

GNN Type Layers Input Hidden Output
GCN 5 128 256 40

For the dataset ogbn-products, which is used for node-level property prediction, the architecture
details with GraphSAGE are outlined in Tab. [A6]

Table A6: GraphSAGE-based network architectures for the experiments on the ogbn-products
dataset.

Pre-trained Architectures
Architecture-ogbn-products

GNN Type Layers Input Hidden Output
GraphSAGE 3 100 256 47

We also report the standard deviations for the results on these two node property prediction datasets in
Tab. Upon conducting 20 independent runs using various random seeds, our method demonstrated
encouraging consistency, evidenced by the low standard deviations. Specifically, for the ogbn-arxiv
dataset pair A/B, the standard deviations are 5.067 x 10~7 and 2.441 x 107, respectively, while
for the ogbn-products dataset pair C/D, they are 3.829 x 1075 and 1.157 x 10~°. These results
indicate that our method reliably delivers stable performance across different datasets.

Table A7: Standard derivations of the results of our method for Tab. 2 in the main paper, obtained
with 20 independent runs using different random seeds. Given a pair of the same pre-trained GNNss,
our method achieves stable results.

ogbn-arxiv
Dataset A / Dataset B
5.067 x 1077 / 2.441 x 1076

ogbn-products
Dataset C / Dataset D
3.829 x 1075 / 1.157 x 107°

Fig. [AT] presents additional visualisation results by employing t-SNE [45] to depict the features
from the intermediate layers. The representations of our PMC and CMC demonstrate more distinct
clustering.

Table A8: Architecture details for the task of multi-label node classification on ogbn-proteins.

Pre-trained Architectures GNN Type GIN Layers Input Hidden Output
Architecture-ogbn-proteins| GIN 3 (2 MLPs per layer) 8 256 112




Hao

-20 0 20 -20

20 -0 0 10 20 -30  -10 0 10 20 -20 -fo 0 1 20

0

(a) KA [29] (b) VPI [Iﬁl]z0 (c) VAPI 1] (d) Ours (w/o CMC) (e) Ours (w/ CMC)

Figure Al: Additional t-SNE visualisations of various methods for the remaining 30 classes of the

ogbn-arxiv dataset.

The details of our GIN-based architecture for experiments on ogbn-proteins are presented in
Tab. [A8] while those of the GAT-based architecture for graph-level tasks are provided in Tab.[A9]

Table A9: Network architectures used in our experiments on ogbg-molbace and ogbg-molbbbp.

Pre-trained Architectures

GNN Type Layers Attention Heads Output Layer Input Hidden Output

Architecture-ogbg-molbace
Architecture-ogbg-molbbbp

GAT 4 {1,1,1} Linear 9 256 1
GAT 4 {1,1,1} Linear 9 256 1

Tabs. [AT0]and [ATT] detail the architectures used for 3D object recognition and semantic parsing tasks
on the ModelNet40 and S3DIS datasets, respectively.

Table A10: Detailed network architectures for the task of 3D object recognition on Mode1Net40.

Pre-trained Models GNN Type Layers Feature Map Channels

Architecture-Mode1Net40 DGCNN 8 [64, 64, 128, 256, 1024]

Fig.[AZ|presents additional v
the structures of the feature

isualisation results for reusing GNNs in 3D object recognition, illustrating
spaces. Our proposed method produces results with a feature structure

more closely resembling those of the cumbersome re-training-based KA method, compared to VPI
and VAPI, highlighting the superiority of the proposed method.

Table A11: Architecture details for semantic parsing on the S3DIS dataset.

Pre-trained Model

S Layers GNN Type Feature Map Channels

Architecture-S3DIS

9 DGCNN [64, 64, 64, 64, 64, 1024, 512, 256]
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Figure A2: Additional visualisations of the feature space structure, shown by measuring the distance
from the red point to other points. The features visualised are derived from the models’ intermediate
layers.

In particular, we performed additional experiments across various network architectures and dataset
splits using the Mode1Net40 dataset. Detailed descriptions of the additional architecture are provided
in Tab. [A12)

Table A12: Additional network architectures for the task of 3D object recognition on ModelNet40 in
the appendix.

Pre-trained Models GNN Type Layers  Feature Map Channels
Architecture-Mode1Net40-Appendix DGCNN 7 [32, 32, 64, 128, 512]

The corresponding GRAMA results for the additional architecture in Tab. [AT2] are presented in
Tab. [AT3] demonstrating that our proposed approach consistently yields promising results across
various architectures.

Table A13: Additional results with different network architectures on the Mode1Net40 dataset.

Architecture Partition Datasets Parent 1 Parent2 Ours (w/o CMC) Ours (w/ CMC)
Architecture-Appendix | 20%/80% Dataset 1 09184  0.8920 0.8236 0.8846
Architecture-Appendix | 20%/80% Dataset2 0.8175  0.9299 0.8279 0.8550

Furthermore, we demonstrate the performance of our DuMCC across various dataset partition ratios in
Tab.[AT4] supplementing the 20%/80% split discussed in the main paper. Notably, DuMCC exhibits
promising performance across different pre-trained parent models trained on diverse partitioned
datasets.

Table A14: Additional results with different dataset splits on the Mode1Net40 dataset.

Architecture Partition Datasets Parent 1 Parent2 Ours (w/o CMC) Ours (w/ CMC)
Architecture-Main | 10%/90% Dataset 1 0.9246  0.8393 0.8451 0.8782
Architecture-Main | 10%/90% Dataset2 0.7621  0.9294 0.8374 0.8422

We further conducted additional experiments by re-training a model using combined parent datasets
with ground-truth labels. The results, shown in Tab.[AT3] establish an upper bound for GRAMA’s
performance.




Table A15: Results of retraining a multi-dataset model that can jointly combine the expertise of both

parent models.

Tables Datasets Parent 1 Parent 2 Re-training
Tab. 2 ogbn-arxiv 0.7193/0.5516  0.6564/0.7464  0.6903 /0.7268
Tab. 2 ogbn-products 0.7982/0.7308  0.7626/0.7904  0.7981/0.7787
Tab. 3 ogbn-proteins 0.7478 0.7222 0.7514
Tab. 3 ogbg-molbace, ogbg-molbbbp 0.7247 / 0.4681 0.4067 / 0.6366 0.6954 / 0.6087
Tab. 4 ModelNet40 0.9159/0.8151 0.8862/0.9275  0.9390/0.9243
Tab. 5 S3DIS 0.8181 0.8174 0.8428

F Multi-model GRAMA

In this section, we explore the feasibility of multi-model GRAMA by conducting additional experi-
ments on disjoint partitions of the ogbn-arxiv dataset, focusing on the simultaneous reuse of three
pre-trained models. The results, presented below, demonstrate that our proposed DuMCC approach is
also effective in multi-model GRAMA contexts.

Table A16: Results of multi-model GRAMA involving the simultaneous reuse of three pre-trained
parent models.

Models Performance: Dataset 1 Performance: Dataset 2 Performance: Dataset 3
Parent 1 0.6645 0.6476 0.6040
Parent 2 0.4796 0.7044 0.4651
Parent 3 0.5805 0.6078 0.7728
Child 0.5574 0.6360 0.5478
G Proofs

G.1 Proof of Lemma 4.1

Lemma 4.1 (Amplified Sensitivity of GNNs to Parameter Misalignment) GNNs exhibit greater
sensitivity to mismatches in parameter alignment compared to CNNs, amplified by the degree of
connectivity and heterogeneity of the node features in the graph topology:

SNWeX; | > e Xy, ?3)

JEN) JEN()

AFZ ~ (T/

where AF; refers to the change in output at node i due to the perturbations € in the weights W,
and o' represents the derivative of the activation function. X; denotes the features of the nodes
within the neighbourhood N (i) of node i.

Proof. For CNNs, consider the scenario where a convolution operation is applied to an input feature
matrix X using a filter W. The convolution aims to extract spatially relevant features from X by
applying W across its entirety.

We introduce a perturbation e to W such that W/ = W + e. This allows us to examine its impact on
the output. The output F' from the original convolution operation is derived as follows:

Fij=Y Wi Xitrjti- (4)
k,l



After the perturbation, the new output F’ becomes:

Fl ;= Wi+ en) Xitkja
ol

®)
=Fi;+ Z €k, Xith,jri

Here, the first term F; ; is the original convolution output, and the second term represents the impact
of the perturbation across the spatial dimensions of X.

Thus, the change in the convolution output J F; ; due to the perturbation can be formulated as:
SFij =Y eni- Xiyhj, (6)
k.l

which illustrates how each element of the perturbation ;. ; affects the corresponding local regions of
X.

By applying the activation function o, which introduces non-linearity into the network, to both the
original and perturbed outputs, and using the first-order Taylor expansion at F; ;, we can obtain:

O-(Fi7j+6Fi>j)%U(F )+U( ) 6F17> (7N
where ¢ is the derivative of o at F; ;.

As such, by substituting Eq. @mto Eq.[7 ' the change in the activated output AF; ; due to the weight
perturbations can be approximated as:

AF, j ~d'(F;;)- Zek,l - Xtk - (8)
Kl

Eq. [8| demonstrates the localised impact of weight perturbations within CNNss, illustrating how
changes to the weights affect outputs primarily in the specific regions where those weights are applied.
The effect of such perturbations is regulated by the derivative of the activation function at each output
location. As a result, the perturbation’s influence is confined to the region corresponding to the
receptive field of the weights within the convolutional filter.

For GNNs, consider a node ¢ with a neighborhood N (4), and let the feature vector at node j in the
neighborhood be X ;. If the weight matrix W is also perturbed by €, then: W/ = W + €.

The output F;; for node ¢ before perturbation can be formulated as:
Fi=o|W- > X;]. )
JEN(3)
After perturbation, the output F} thereby becomes:
Fl=a|(W+e- > X;|. (10)
JEN(4)

By using a Taylor approximation similar to the CNN case in Eq.[7} F in Eq. can be further derived
as:

F/~F +o |W- Z X;||e Z X;|. an
JEN(4) JEN(4)

Thus, the change A F; can be formulated as:

AFmo [W- > X;|- e Y X, (12)
JEN(3) FEN(4)



Eq. [12] shows that in GNNG, the effect of weight changes can be amplified by the aggregation
of inputs from a node’s neighborhood, contrasting with the more localised impact seen in CNNs
(Eq.[8). The sensitivity in GNNGs is further influenced by the complex graph structure, which can
lead to diverse impacts depending on the node’s position and connectivity within the graph. These
characteristics render GNNs particularly susceptible to small parameter misalignment during model
merging processes.

The proof is complete. ]

G.2 Proof of Lemma 5.1

Lemma 5.1 (Variance Reduction in Interpolated Graph Embeddings) The variance of the
graph embeddings in an interpolated child GNN is typically smaller than the variances of the
embeddings from the individual pre-trained parent GNNs.

Proof. Assume that G, and G, are two parent GNN models that have been trained independently, as
defined in Alg. 1. For a particular center node ¢, the output embeddings produced by these models at
layer ¢ are denoted as Ffa and Ff »» respectively, consistent with Sect.

We then perform a linear parameter interpolation between two parent models G, and G, to obtain a
child GNN G. For simplicity, we consider a scenario in which node features are linearly combined.
Aligning with the equations in Sect. 4, we have: Ff ~ aFf, + (1 — a)F},.

Consider each feature dimension of Ff ., and Ff , to be a random variable, due to input variations,
model initialisation, or stochastic training processes. We can then model F,, and F,f , as having
variances o2 and 05, respectively.

The variance of the interpolated features F in each dimension can be computed as follows:

Var(F) = Var (aF}, + (1 - a)F}}) . (13)

By exploiting the properties of variance, Eq.[I3|can be further derived into:

Var(Ff) = o®Var(F},) + (1 — a)*Var(F{,) + 2a(1 — a)Cov(F},, Ff,). (14)

i,a

Assume that the embeddings from G, and G, are independent, the covariance term Cov(Ff;a, Fip) =
0. Thus, Eq.[I4]can be simplified into:

Var(Ff) = o202 4 (1 — a)?0}. (15)
Now, we consider a specific case where 02 = g7 = o2 for simplicity. As such, we have:

Var(Ff) = a?0% + (1 — a)?0? = (1 -2a+2a%)0% = (1 — 2a(1 — a))o?. (16)

Given that a(1 — «) > 0 for o within the range [0, 1], and that 2a(1 — «) reaches its maximum
value when o = 0.5, it follows that:
Var(F}) < o2 (17)

Specifically, in the framework of GRAMA, the interpolation coefficient « is usually set to 0.5. This
choice is made to ensure an equitable integration of knowledge from both pre-trained models, facili-
tating a balanced contribution that avoids favouring the characteristics of either model. Consequently,
at a = 0.5, the variance Var(F, f) is minimised, indicating that the variance of node representations in
the resulting child GNN is typically less than that in the parent GNNs.

The proof is complete.

G.3 Proof of Proposition 5.1

10



Proposition 5.1 (Increased Susceptibility to Over-Smoothing in Child GNNs) Interpolated child
GNNs exhibit increased susceptibility to over-smoothing compared to their parent networks, as
measured by Dirichlet energy:

E(X*) < max (£(X7),E(Xy)) , (18)

where £(X*) denotes the Dirichlet energy for the node features X* at layer £ of the child GNN.

Proof. In the literature 52, Dirichlet Energy is employed to measure the smoothness of graph
signals, where a lower value indicates higher similarity or smoothness among node features. To
quantify over-smoothing in GNNs, Dirichlet energy is typically defined as:

1
EX) =5 D IX - X, (19)
i€V jEN;

where X represents the node features at layer £, and V is the set of vertices. N; denotes the neighbors
of node 7, and N is the total number of vertices.

In the context of the GRAMA framework, Eq. @] can be extended as:

1
E(X) = ~ Z Z [e(Xia = Xja) + (1 = @)(Xip — X;p)|1?
i€V jEN;

1
= DY @1 Xia = Xl + (1= )| Xip — X0
i€V JEN;

(20)

+ 2a(1 — Ck)<Xi’a — Xj’a, Xz',b — Xj7b>).

Assume that X; , and X ; are independently distributed, due to the independent training regimes of
G, and Gy. The cross-term (X, , — X o, X; , — X ) will typically not contribute significantly to
increasing the total energy compared to the individual energies of X; , and X; ;. Therefore, Eq.[20]
simplifies to:

1
EX)m =YY (P Xia = Xjal® + (1= )| Xip — Xl
N iex. @1)

=a?E(X,) + (1 — a)?E(Xy).

From Eq. |21} the following inequality can be derived:
E(X) < max (£(X.),E(X)). 22)

Eq.[22|demonstrates that the Dirichlet energy of the resulted GNN from PMC is bounded above by
the maximum Dirichlet energy of the parent networks.

Notably, with an interpolation coefficient & = 0.5 in Eq. 2] the Dirichlet energy is effectively
reduced due to the equal weighting average of the energies from both parent models. This reduction
in Dirichlet energy typically results in greater homogeneity of node features across the network,
thereby increasing the susceptibility of the child GNN to over-smoothing. Such over-smoothing can
affect the network’s expressive power and discriminative capability, which are crucial for effectively
performing downstream tasks.

The proof is complete.

H Extended Limitation Discussion

In this section, we discuss potential solutions to address the limitations outlined in the main paper.
The current DuMCC framework does not accommodate scenarios where parent models have different
architectures or address tasks at different levels, challenges that fall within the scope of heterogeneous
GRAMA.

11



A potential solution could involve Partial GRAMA, which entails first identifying shared features
between two parent models that have different architectures or handle varied tasks. Subsequently,
this possible method would yield a multi-head child GNN that selectively integrates elements of the
pre-trained parent GNNs. Although this method would increase the model size compared to full
GRAMA, which combines the entire models, it would be expected to offer a more favourable balance
and trade-off between model size and performance.

To explore the possibility of a completely data-independent GRAMA scheme, one potential solution
is to generate fake graphs, as described in [9]], followed by alignment and calibration using these
generated graphs.

I Broader Impacts

Graph-based artificial intelligence (Al) is becoming increasingly essential to modern society, espe-
cially in key industries like transportation and healthcare, where data is often modeled as topological
graphs. In such graphs, nodes correspond to clusters of entities, and edges represent direct relation-
ships, such as pathways and connections in transportation networks or atoms and bonds in molecular
structures. The use of graph-based Al spans various applications from enhancing autonomous vehicle
navigation and predicting traffic patterns to accelerating drug development and improving medical
diagnoses.

In the realm of analysing topological graph data, Graph Neural Networks (GNNs) have become the
leading Al technology in recent years. Nonetheless, the increasing reliance on GNN models has led
to concerns about their environmental impact due to higher energy demands. This paper proposes
leveraging existing GNNs to reduce the need for training from scratch, aiming to improve the energy
efficiency of graph-based Al systems. By doing so, it enhances the sustainability of graph-based Al
operations, contributing to lower energy emissions and decreasing production costs. This reduction
in costs is expected to drive economic growth, potentially leading to more employment opportunities
and broader economic benefits over time.
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