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Training (Condition A)
• Cubes are gray, blue, brown, or yellow
• Cylinders are red, green, purple, or cyan
• Spheres can have any color

Testing (Condition B)
• Cubes are red, green, purple, or cyan
• Cylinders are gray, blue, brown, or yellow
• Spheres can have any color

Spatial Relation Prediction on CLEVR-CoGenT
Overview Approach Results
We propose SORNet: Spatial Object-centric Representation Network to 
learn object-centric embeddings that encode spatial relationships

Ø SORNet is trained only on classification of logical
predicates, but captures continuous spatial relationships.

Readout Networks
v Number of outputs changes adaptively with number of inputs

Ø SORNet generalizes zero-shot to scenes with unseen objects 
and different number of objects.
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v Permutation-invariant object embedding
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