A DETAILED PLATFORM DESCRIPTIONS

We collected data from nine Korean online platforms representing diverse user communities and
domain expertise. Table [I| provides detailed information about each platform. These platforms
were selected to ensure comprehensive coverage of different user demographics, expertise levels,
and domain-specific knowledge, reflecting the diversity of real-world multimodal questions Korean

users encounter online.

Table 1: Korean online platforms used for data collection

Platform Category

Description

Naver Knowledgeln = General Q&A

BRIC Science Community
Ruliweb Gaming Community
MonsterZym Fitness Community
Quasarzone Hardware Community
i-Boss Business Platform
Inflearn Coding Education
Codeit Coding Education
Okky Developer Community

Korea’s largest general Q&A platform covering everyday
queries, academic subjects, and technical issues
Specialized community for biological research and biotech-
nology with scientific discussions and professional knowl-
edge sharing

Major gaming community covering video games, hardware
reviews, game mechanics, and technical gaming issues
Fitness and bodybuilding community discussing workout
routines, nutrition, supplements, and exercise techniques
Hardware enthusiast community focused on computer com-
ponents, electronics, PC building, and technology reviews
Business and entrepreneurship platform for startup strate-
gies, operations, marketing, and professional development
Online learning platform with community features for pro-
gramming questions and coding experiences

Coding education platform with forums for programming
discussions and technical support

Developer community platform for programming discus-
sions, career advice, and technical problem-solving

B STAGE 2 PROMPT EXCERPTS

We used three LLM-based filters in Stage 2: content safety, objectivity, and temporal dependency.
Below we excerpt only the core exclusion criteria from the prompts (full wording omitted).

B.1 CONTENT SAFETY

Mark as inappropriate if the question—image pair includes:
* Political content (politicians, parties, elections, political opinions)
* Religious advocacy/criticism or conflicts

e Hate/discrimination

* Suicide or self-harm; sensitive mental-health topics
» Sexual/adult content, nudity, explicit innuendo

B.2 OBIJECTIVITY

Mark as inappropriate if the pair is subjective or ambiguous, e.g.:

LI I3

* Preference/aesthetic judgments (“pretty/ugly”, “which outfit is nicer?”)
* Suitability/personal advice without criteria

* Moral/intentionality speculation (“who is wrong?”, “good person?”’)

* Multiple valid interpretations or unverifiable answers



Game (Stardew Valley)
“What is the circled item in the screenshot?”
« Identify circled item as a sap tap (5~ 23] 71)
* Mention install only on fully grown trees
* Explain how to obtain/craft it
* Note sap can be collected after time

Daily Life
“Is this ceiling tile asbestos?”
¢ Identify material as gypsum, not asbestos

* Explain gypsum board contains no asbestos
* Explicitly name “2] 1 €] 2~”

Economics/Management
“Cost allocation: is S2 missing 100,000?”
* Provide correct S1/S2 values

¢ Reset self-allocation entries to zero
¢ Derive allocation ratios (0.5F, 0.4M)

Science
“Why does neutron mass ratio decrease?”
¢ Explain neutron beta decay

¢ Clarify neutrons inside He nucleus
* Relate z-axis to cosmic cooling

* Assure user it is safe ¢ Interpret H:He ratio ~ 3:1

Figure 1: Examples of checklist decomposition across domains, generated in Stage 5. For brevity,
the checklists shown here are abbreviated; full checklists typically contain 1-5 criteria per item.

B.3 TEMPORAL DEPENDENCY

Mark as inappropriate if the pair requires time-specific information, e.g.:

* “today/now” weather, traffic, store hours, last train

 Current events or status queries (“is it open now?”, “stock price today?”)
* Questions that become invalid/meaningless as time passes

STAGE 4 PROMPT EXCERPT (IMAGE DEPENDENCY RUBRIC)

Input: (Q), model answer with image, model answer without image, optional gold answer

snippet.

Task: Compare the two answers and decide image dependency.

Decision labels

« IMAGE_REQUIRED: with-image answer is substantially more accurate/specific; text-
only answer is vague, incorrect, or explicitly requests the image.

* NO_IMAGE_NEEDED: both answers are comparable in correctness and specificity
without relying on visual cues.

* UNCERTAIN: evidence is inconclusive (e.g., partial improvements or conflicting sig-
nals).

Scoring (1-5 quality gap)

* 1: negligible difference; 3: clear but moderate gain; 5: decisive gain (critical visual de-
tails).

Output (natural language)

* Judgment : IMAGE_REQUIRED / NO_IMAGE_NEEDED / UNCERTAIN

e Reason: brief comparison citing concrete differences

* QualityGap: integerin {1,2,3,4,5}

C STAGE 5 PROMPTS AND CHECKLIST EXAMPLES

This appendix provides the instruction prompt used for checklist generation along with illustrative
examples of the resulting decompositions. We used GPT-4-mini to derive structured criteria directly
from reference answers that users found satisfactory. These checklists therefore represent strict,
human-aligned evaluation standards: a model must satisfy all listed criteria to be considered correct.



D PLATFORM-WISE FILTERING STATISTICS

Table 2] provides a detailed breakdown of data collection and filtering across all platforms.

Table 2: Detailed data collection and filtering statistics by platform (Stages 1-6). Coding platforms
include Inflearn, Codeit, and Okky combined.

Platform Raw Data  Appropri. Difficulty Image Dep. Human Val. Final Survival
Knowledgeln 31,484 10,495 1,404 648 441 441 1.4%
BRIC 291 291 163 60 42 42 14.4%
Ruliweb 305 240 54 42 32 32 10.5%
Coding 27,896 8,369 837 198 135 135 0.5%
MonsterZym 3,090 3,090 2,234 8 6 6 0.2%
Quasarzone 2,986 896 90 22 15 15 0.5%
i-Boss 20,000 20,000 578 62 42 42 0.2%
Total 86,052 43,381 5,360 1,040 713 653 0.76%

E INVESTIGATING FAILURE MODES

In Table [3] we observe that VARCO-VISION and HyperCLOVA X—two Korean-focused
VLMs—underperform multilingual counterparts of similar scale. While the precise reasons remain
unclear due to the closed nature of these models and limited information about their training, we
propose two possible explanations:

(A) Training Data Coverage. Current benchmarks that capture progress on culturally
grounded, information-deficient queries are scarce. Model developers may not have ex-
plicitly emphasized such aspects in their training data, leading to weaker performance on
this type of evaluation.

(B) Pretraining Scale and Robustness. Robustness to imperfect or fragmented user queries
may emerge from exposure to large-scale, diverse pretraining corpora. Larger multilingual
models are more likely to encounter noisy, colloquial, or partially specified inputs, thereby
preparing them better for benchmarks of this kind.



OO QTT 4979701 e+ 0¢T'gl O M8 gl S90TT'8 “€°pG gl 807188 gl ¢€00L°CT 9 Tgg 9T €9°06L°LT 96°0L0°9T 8£2G6°G¢ 091pe 1g '€160'8 dL1-0'C-NOISIA-ODIVA
81°099°gT 98°1¢c 6 €60Tg 9T S4TOg T 040919 7VegQ 6 E8Eey el L9°0Q¢ ¢l VICQQ GT W OpG QT OV ILT'GT 6V0ggg 867¢p)-6g 86°073'Q 4¢-VAOTDRAAH
09°0GG T TEITE T 49026 T 4 THR QT 797208°L 06189°CT 08°¢G0H1 60168 1 91 ¢9% € 14260 P9 Cel LT “80p6°L 8479LFe 6400611 di1-0"C-NOISIA-ODIVA
S]oPOJA pa21p122ds-unaloy
89709, L 9%°0gF 9 99°0Q€° L BLTOT'0€ 96 TOLTT EITVIL IV 96°TLE 'R €92 9 08'TGE LE 69°0pR°9¢€ TW'eL e ge E9T0E'GT 6996 'Ly V4071 LG g8¢-CATY-IoMAYS
224nos-uad() 12410
98°00g'g  V80pGg  8E€0ggr) OMETE O 8T0QRy S6ORTOT LV'I68'9 91076 '9CQL gl OXIRGITT LTT9L gl YVOgg'g 06 6% 8T 91'eQ0'9 ¢ TA STuemQ
98°0GT ¢ 987CQE €T T40Ge gl 99190 FT 8CO0TL'9 4079 €T 0070 LT 26°00L°€T 64€0G'8T 68 €67 '0g 90 196°8T 981¢6'C ' TH0'1g 249¢€ 0T dL TA STuMmQ
08°08G°0g 69°T1E G 6409¢°61 ©98g0 1¢ “V'O0L6'6 ©4ge e VI't98°'GE 88'0gL 61 ©V'1GG Eg ©929f 87 907166 Gg V208 T 8¢ 10g1¢ 9¢71e6 91 mmwzm&mwwﬂou\sd
erogy g EVOpgg VL0ggg  0lgr)  L90pgre £9MTTOT 0TIGLTL  COlGrg 890pL G eEO0gTG L00ger(l 60°06gtg  667TpGr) €V OZe d1 S ¢TAURU]
670876 822 06 '90g0’L PLERTOT 9¢tgo'g TAIQTHT 09169°L  VEIRG'8 L8C69°gl ~80G0 9T 98T0GGT VEOpZG £179R° (07 9°07¢G d¢ S CTAUIRU]
88060 FT 92206 FT +€IQLTT 98'1gQ¢T 967089 ¥97¢g) g £0°CQGHT S ITT'GT eV Opg QT ¥e'log gy 09 TTL 6T °90z7L L 080gg ¢y 9L L dy S CTAUIU]
e8°09T"¢T LT CT 98°0LGCT $47189°CT 64°067°G 80296°¢g 26866 1T 29 TLE TT “€€9T°9T 68'IFT°0g “8'%F'0c ~9p1'L CreIT°¢g 80°1gT 01 d8 S CTAUIU]
L8091 £L€Z)L 6T ~01GO'CT STQLGT £90F L) €9IGHrgg 60°€QL LT 86ILQFT €T LT SUIFQPg 96°0z7L0g °1'9g'g OVPIQ9g €0°°0G Gl drl S CTAUIRNU]
6€°0TQ"QT 2L'egL FT SO TTH 9T V8001 Iz 21°0¢G'8 4VeypG g 6100781 96°1GE 61 "W'V06'0T 4206L°8T 9168 FC ~9160°6 T87G6°0¢ 90761 d8¢ SETAUINU]
Quuvy ¢ CTAUIIU] qQUIADUIAQ)
9e0gerg  EUIgy g 8'10g-g 997PQrg  86'0¢y'¢ 07T g9 L6TITTg 86°0g()'g Cllggg  1L0ggr) 0T )(0g 0Ly 89Tgggl 160¢gy d1-Ts1A0
ceoperg  88°6Q6'g  99°0¢) 6 OLCEE TT ¥90Qgr) 8T g9 0T 7eTT VUIEETT €V TR9ET 0L pggl PEeHL¢T €8°00¢ g 0IQT9T ce0pTrg d¢-Ts1A0
THOQT gL 00°T1g'g 89097 FT M0°€GQ )T 090,T7) ¥80QTGT 6872Q9'OT '9Ig9T 9T'EGO LT ~TIQT'9T 94%68°GT 4000'9 €6'€99'¢y 94719)°9 d-Ts1A0
Le0gp T 08'1) ) HT SE0LT QT 80Cgy LT €90p('® OCETQGT CEITGET €8'1LE QT 86’170 Tg “S'IGH 6T SCeQT6T 060,09 79'1g9¢¢ 0¢'108'6 d8-s1A0
09°0QT"LT C671ZT 9T €9°0L%°9T "8'01Z"0g 49'1gL'8 '€lge g 00Cegy1 29200 1¢ 09 ¢76°¢r 98089°Fg 218G Tg 81080'8 94°086°8¢ +9'10T°TT g91-7s1A0
€0°00G QT 92708291 487TLLQT 682981z WIQT'6 97C16°Ce '6¢Lg 0z S€0EH 61 4V'T9¥°62 99°0L6°€T “VOPP 61 ~40.8'6 9TeGT 0F €'T06°GT dye-Tsia0
) ) ) . ) ) vy zs140 [v-0dIV
82°0)7°GT 880Gy gT SOIQYPT e1'e9G 6T OL'IFg Qg €9TpG gT TeI1g QT ~8°06G°GT €€1GT Ig CL00G'gg 6 7L96T 90016'Q S80'IT ¢ €91¢H Tl dp ¢ euauan
€9°09)°QT €L'OTH¢g LV gy gl 99110 Tg CHlgg L 68°eGg LT “PTOV'CT ~°T0C 61 O9¢Ff Le G T6L 8¢ O¢IT6°LC PP ICG 0T ©8'109°9¢ 69°06T°GT q¢l1 ¢ euiieh
82066 ge TeI8°0C OVOT98T ©9%99°0g O0F'ley 6 VLeGRer T0TL0TE CIEL 9T 8999E°LT CYNE6Te TOETLTE Y9TIGLIET SVTO6°0F STTIE0T q.C ¢ elWRD
K,y vuua oy 213000
000z TT 08°¢p6°gT O7'009'6 6¢C90'GT SE0LTQ Aeeggrg VEIRIT OV'eg9el 99C9pgT NOZT YT S06T LT POOpL9 SEEGT R L409L'8 q¢l [enxid
WOoey 1 9ve9e 91 44'119°01 6V epQ g1 60°19) ) 8T G'QT 89€pe-gT 292 ('¢T 102G 1g 91 0 Y8'162°CC S€100°L “¢7L0°GT 618G dv¢ [t [BNSIA
00107 “9°9%9°¢ 9°080'QT YE'IE6 1T 99 CHG 1T OFVI68°6T 99710°6T 6O T9THg I 'er 62207 'L ¢ €28 ¥T CEIeE 1T ££260°GE ¢3'160°61 981e] [enXId
860981 €60 1€ ©9Cg9 61 99C9FGT 8OV 1T VEE6°8¢ T9CgE G 0MITRE OCWWIRE FLTOL e 8VERYRT OVIT0 9T 96710 LE 94TLLVT [°¢ WNIPSJA [eNSTA
&rup, [pAIX1g/[DAIST
s1apop 224mos-uado
£9°080°9¢ 020706 % 16g°0€ 26VER 06 SLTLLTT 98C60°Ce 97 TEL 9€ O9TLGOF 9%T¢9TLY EUTOL0F SRR EY 6V'I00'6C °F196°9¢ 6% 1%9'6¢E ¥ J0ID
90z 1¢ 987p8'ge 09 TLg G EOTLT 9T 49°0T8°CT ©1'99G6°¢g 9¢€gh 9g W I6T IC “VA6G°9¢ FCLVIT f9°018' % MATOV 0T O I86°GY V9660 oueN ¢ 1dD
LeI1g-ay £9°070°LG E4CLT 1Y THECT 61 9CeHG G VOEET'QG 96T Y “4TQT 06 V191G VWO6Y TS £9961°0¢ '4'1TT6C OVeSh 09 V4 €6S 61 WA € LdD
CEOT( QY e 1L0°GG ELITHEG EVELE TG 02C08°EE VITOLTSG VIE96°GG £8C¢6°9F ¢4 VGR TS 09M1E 9 E9ITRRG 80Tpe g 697219°79 10726666 S LdD
er06g 0€ 997¢€9°ge 8 09T L SLEQTTE 89°078°QT 67'4g9°GY 8£7Cgg Qg 88°0L9°0¢ OT'€0E Qe “VICL TV 8¢9Q'8¢e 6 1L6°LT SVIPGEY ¢%'1C6°GE QI Yse[ ¢ uen
SEIGO T 97C9g 6 66°0LE T LECTT QY £9€T6 1€ L8 EPT 1S 6L 9CT 97 01266 FF 04198°GY V1'€g9'6€ V9960'8F Y0'10L 9 96°€01°9G €'086°CT yse[] ¢'¢ ey
SU0RG QY C6°0T6°0G L9°0GF°¢G 18269 LG SUTLE TY 98196709 “1'900°9F 49720C 1S C8Pgg 9g €V'1e6'6¢ 4160 1S 947TL9°9¢ €E7TLT 9 €97T€L 0% 0ld ¢'C Uy
spapo Kuvjaradodd
3ay 9poD AInjeN suel1], jug RN doyg Areq YoRIAl 61N uooq Juen) yIeoq LI [POIN

‘(¢=u) sunijuopuadopur ¢ I9A0

IOIId pIepue)s 9y} ST S Ioym ‘dSueowt se paj1odar a1e So109s [V (9 UT $9I00S) S[OPOW PAjen[eAd [[e J0J Sa1I0391ed ¢ [[e ssoloe souewrojrad ayordwo)) :¢ o[qel,



F ANNOTATION GUIDELINES

Seven Korean-speaking annotators conducted human validation using a custom web-based tool (Fig-
ure [J). Annotators were provided with comprehensive guidelines covering five evaluation dimen-
sions:

F.1 CORE EVALUATION CRITERIA

Image-Question Relevance: Assess whether images provide essential visual information required
to answer the question. Images should contain specific visual elements that cannot be determined
from text alone.

Question-Answer Quality: Evaluate question clarity, answerability, and reference answer accu-
racy. Questions should be unambiguous with verifiable answers, while reference answers should be
comprehensive and correct.

Checklist Validation: Review each checklist item for necessity, clarity, and completeness. Items
should capture essential answer components using unambiguous, measurable criteria that together
represent the full scope of required understanding.

Category Appropriateness: Verify correct classification into one of 13 domain categories based on
primary subject matter and required expertise.

Overall Assessment: Flag items with fundamental issues such as inappropriate content, cultural
insensitivity, or unsolvable questions.

F.2 QUALITY STANDARDS

Annotators applied conservative filtering criteria, removing any item flagged as problematic to main-
tain high dataset quality. Specific attention was given to:

* Cultural specificity and Korean context requirements

* Image dependency verification through visual inspection
* Checklist comprehensiveness and granularity

* Answer completeness relative to community expectations

The annotation process employed automatic progress saving and session management to ensure data
integrity and allow work resumption across multiple sessions.

G HUMAN EVALUATION FEEDBACK ANALYSIS

Table [d] presents representative examples of human annotator feedback for inappropriate judge eval-
uations, revealing systematic failure patterns.

Rating Human Reasoning (translated)
Very Inappropriate  "Judge awarded points based on superficial word matching rather than actual checklist

compliance”

Inappropriate "Judge gave 1 point despite response not addressing checklist criteria, incorrectly inter-
preting explicit mention as meeting requirements"

Inappropriate "Checklists 1,2,4 satisfied. Item 3 not clearly inappropriate but ambiguous and open to
interpretation”

Inappropriate "Even if intent aligns with checklist, response lacks clarity and remains ambiguous"

Inappropriate "Judge overlooked insufficient explanations that clearly failed checklist requirements"

Table 4: Representative human feedback explaining inappropriate judge ratings.

Analysis reveals judge failures primarily stem from: (1) superficial keyword matching without se-
mantic understanding, (2) excessive leniency toward incomplete responses, and (3) difficulty distin-
guishing between implicit intent and explicit satisfaction of requirements.
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Figure 2: Screenshot of our in-house web annotation tool (Phase 1 of Stage 6). The interface
(shown in Korean) allowed annotators to assess image relevance, question/answer appropriateness,
checklist accuracy, and category assignment. This ensured rigorous and consistent validation across
annotators.
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