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ABSTRACT

The remarkable image editing capabilities of generative models have led to grow-
ing concerns regarding unauthorized editing of multimedia. To mitigate against
such misuse, artists and creators can utilize traditional image watermarking and
more recent adversarial perturbation-based protection techniques to protect media
assets. Watermarks generally protect the origin by establishing ownership, but can
be easily removed. However, perturbation-based protection is aimed at disrupting
editing and is harder to remove. In this paper, we evaluate the effectiveness of the
two methods against Stable Diffusion in preventing the generation of usable edits.

1 INTRODUCTION

Widespread adoption of diffusion-based generative models (Rombach et al., 2022; Meng et al.,
2022; Kumari et al., 2023; Ruiz et al., 2023; Gal et al., 2023) for their high-quality image out-
put and ease of use has sparked growing concerns over misinformation, plagiarism, and copyright
infringement (Chen et al., 2025). Considering the potential misuse, researchers have actively ex-
plored and developed various protection mechanisms (Salman et al., 2023; Shan et al., 2023; Liang
& Wu, 2023; Cui et al., 2025) to safeguard digital content and prevent unauthorized redistribution.
Given their distinct purposes, watermarking and adversarial perturbations serve different roles in
digital media protection (shown in Fig. 1). Watermarks (Zhao et al., 2023; Cui et al., 2025) are
designed to embed information in the digital content, allowing verification of ownership upon ex-
traction. In contrast, adversarial perturbation-based protection methods (Salman et al., 2023; Liang
& Wu, 2023; Shan et al., 2023; Xue et al., 2024) introduce subtle optimized noise to an image,
disrupting generative models by causing them to produce distorted, unrealistic, and irrelevant out-
puts. Both techniques play a crucial role in safeguarding digital assets against unauthorized use
and manipulation using diffusion-based models. This paper focuses on exploring the implications
of the two forms of asset protection towards generating desirable edits from Stable Diffusion via
inference-based editing (Rombach et al., 2022).

We focus on the scenario of style mimicry, where original, watermarked, and perturbed images are
each transferred to an unrelated target style. We then compare the resulting variants by examining
both their visual and perceptual quality. In addition to being high quality, for an edited output to
be useful to the user attempting the mimicry, it should contain elements of the source image while
aligning well with the target task. Therefore, we assess the alignment between the generated outputs
and the textual guidance used to create them.

2 RELATED WORK

2.1 DIFFUSION-BASED MODELS

Among current generative methods, diffusion-based models, such as Stable Diffusion (SD) (Rom-
bach et al., 2022) and SDEdit (Meng et al., 2022), have demonstrated hyperrealistic image genera-
tion with minimal user guidance. They generate images through a two-step process: (1) progressive
introduction of noise in a forward diffusion phase, (2) reconstructing the image by iteratively denois-
ing it in the reverse process. Rombach et al. (2022) propose a Latent Diffusion Model (LDM) which
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Figure 1: Image protection scenario: (1) embedding a visible watermark that is harder to remove
during editing than imperceptible ones, and (2) injecting adversarial perturbations to disrupt AI-
generated edits.

makes the process computationally efficient by performing the diffusion process in the latent space
and more conducive to multimodal inputs. SD can utilize various conditioning inputs such as text,
semantic maps, and images to enable applications like Inpainting, Text-to-Image generation, and
Image-to-Image transformation. In the context of artwork protection, we focus on Image-to-Image
generation to transfer the style, where an input image and a style transfer prompt produce a new,
transformed image.

Recent advancements in diffusion-based models enable personalization(Kumari et al., 2023; Ruiz
et al., 2023; Hu et al., 2022; Gal et al., 2023), allowing fine-tuning of pre-trained models with
a limited number of images to learn specific concepts, such as unique objects, artistic styles, or
individual identities. However, fine-tuning large SD models demands substantial computational
resources, making direct inference-based editing a more practical and immediate concern. Due to
its low computational requirements and ease of use, inference-based image editing presents a greater
risk, underscoring the need for effective protection mechanisms.

2.2 ASSET PROTECTION

Watermark-based Methods - For decades, digital watermarking techniques have been utilized for
copyright protection, content authentication, and tamper detection by hiding information into im-
ages. Hidden information helps determine whether an asset was AI-generated, identify the entity
responsible for watermarking, and trace the source database for provenance. Watermarking tech-
niques can be broadly categorized based on their transparency into visible and invisible watermarks.

Visible watermarks (Dekel et al., 2017) perceivably alter pixel values by inserting information such
as text and logo images directly within the original image, making them difficult to remove and
actively influencing the editing process. Invisible watermarking techniques use handcrafted meth-
ods and learning-based approaches to embed watermarks in an imperceptible manner. Traditional
watermarking methods (Bamatraf et al., 2010; Barni et al., 1998), using Least Significant Bit (LSB)
and Discrete Cosine Transform (DCT), embed information within the spatial domain and frequency
domain, respectively. These techniques have demonstrated limited effectiveness in the context of
generative synthesis. Current research (Wang et al., 2024; Cui et al., 2025; Lu et al., 2025; Zhang
et al., 2024a;b) focuses on embedding ownership information in a way that remains imperceptible to
the human eye, ensuring that these invisible watermarks have minimal impact on the editing process.
However, Zhao et al. (2024) claimed that invisible watermarks are provably removable by genera-
tive models. If the goal is to use methods that prevent editing of original assets altogether, visible
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watermarks can prove to be a better option, as they have a bigger impact on the image content and
harder to remove as long as they are random and unique (Dekel et al., 2017). Therefore, to assess
the impact of watermarking on image editing, we consider three hand-crafted visible watermarks
and one state-of-the-art invisible watermarking method, VINE Lu et al. (2025), as representative
watermark-based techniques.

Perturbation-based Methods - Salman et al. (2023) pioneered the application of adversarial per-
turbations for protecting images against inference-based generative AI manipulations. The approach
aims to disrupt the model’s ability to generate meaningful edits, leading to unrealistic or unrelated
outputs. Protection methods such as AdvDM (Liang et al., 2023), Mist (Liang & Wu, 2023) and
Glaze (Shan et al., 2023) focus on preventing art mimicry, where generative models replicate artistic
styles without consent. Mist (Liang & Wu, 2023) enhances the AdvDM approach by combining
their semantic loss with textual loss from PhotoGuard (Salman et al., 2023). Glaze (Shan et al.,
2023), a black-box tool, alters an artwork’s representation in the feature space, shifting it toward
an unrelated style, thereby preventing AI models from accurately extracting artistic elements. We
employ Glaze (Shan et al., 2023) and Mist (Liang & Wu, 2023) as adversarial protection techniques
in our experiments.

3 IMPACT OF WATERMARKS AND PERTURBATIONS ON IMAGE EDITING

To evaluate the effectiveness of the two types of methods against inference-based editing via Sta-
ble Diffusion (v1.5) (Rombach et al., 2022) (pre-trained on LAION-5B(Schuhmann et al., 2022)),
we conduct experiments using watermark-based and perturbation-based protection on style transfer
tasks. Editing of the unprotected image and its protected variants utilizes the prompt “change the
style to [*]”, where [*] stands for an unrelated target style. For better robustness and reproducibility,
results are aggregated over generation from five seeds (9222, 42, 66, 123, 999) to reduce the impact
of randomness, thereby enhancing the credibility of experimental conclusions.

Dataset. Style mimicry happens when a malicious agent applies a certain artistic style to create a
new artwork. Hence, we consider artwork images to imitate the style transferring scenario. WikiArt
dataset (Tan et al., 2019) is a refined dataset containing 81,444 pieces of visual art from various
artists, available on the WikiArt website 1, along with style labels for each image. Our experiments
use a subset of 50 images from each of 27 styles (total 1350 images).

Protection Mechanisms. For visible watermarking, we design three distinct watermarks and em-
bed them at randomized locations on images from the WikiArt subset (Tan et al., 2019), using
transparency levels of 0.1 and 0.9 with varying sizes (30% and 50% of the original image). We also
employ VINE, a Deep Learning-based invisible watermarking method Lu et al. (2025) with standard
settings. For perturbation mechanism, we apply two state-of-the-art protection approaches (Liang &
Wu, 2023; Shan et al., 2023) designed to defend against inference-based editing.

Metrics. To compare the impact of watermark-based and perturbation-based protection methods on
the edit outputs they generate (Table 1), we consider: (1) the amount of visible change between input
images and their edits; (2) how well the generated images align with the text prompts. In a scenario
where the protection method has deterred successful editing of the image, the former measure should
be high, implying that the edited image is perceptually dissimilar to the original. Additionally, the
second measure should be low, implying that the model did not result in edits requested by the user
performing the mimicry. We select PSNR and LPIPS (Zhang et al., 2018) to capture the pixel-
level and perceptual difference, respectively. To measure alignment with text guidance, we consider
PAC-S++ (Sarto et al., 2023; 2024), a captioning metric that is consistent with human evaluation.

4 DISCUSSION

To explore the trade-offs between watermarks and perturbations on stylization tasks, we conduct
experiments replicating the real-world style mimicry scenario. Measuring the changes between pro-
tected edits and original edits reveals that both the protection mechanisms bring significant changes
to the edits. Watermarked edits are more similar to original edits than perturbed edits, especially

1www.wikiart.org
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Visible Watermark Invisible Watermark Perturbation
size=30% size=50% size=50%

VINE Glaze Mist
α = 0.1 α = 0.1 α = 0.9

LPIPS 0.07 0.08 0.16 0.69 0.13 0.37
PSNR 27.03 26.63 22.37 9.11 24.00 18.70
PAC-S++ (%Change) -4.31% -4.11% -3.69% -4.01% 0.73% 2.32%

Table 1: Comparison of watermark and perturbation techniques under various metrics in terms of
image similarity and image-text alignment. Higher PSNR and lower LPIPS values indicate that pro-
tected edits are more similar to unprotected edits. Positive percentage change in PAC-S++ demon-
strates protected edits are more aligned with prompts than unprotected ones.

for Mist-protected generation. We visualize a sequence of input images and generation after trans-
ferring to Early Renaissance style from Pointillism in Fig. 2. As for the text-image association,
perturbation-based edits are prone to align with prompts more than watermark-based ones, better
fulfilling the malicious agents’ goal.
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Figure 2: Style transfer results for original and protected input images with the prompt, “Change
the style to Early Renaissance.”. Watermarks with strength 0.1 are highlighted with red squares.
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Figure 3: The figure illustrates two sequences of the denoising process, capturing the interim states
during SD stylization for both the original and watermarked images, respectively.

When a protected image carries a larger or more opaque watermark, its edit tends to undergo a
greater modification compared with the original image. This provides evidence that more prominent
watermarks have a stronger influence on the editing process. In Figure 3, we present the diffusion
state sequences of an original image and its watermarked version, illustrating that such watermarks
are never fully removed during editing but instead leave behind distinguishable artifacts. This does
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not happen for adversarial techniques like Glaze (Shan et al., 2023). Hence, even though perceptible
watermarks may not be visually preferred, they can possibly deter editing more than protection
methods like Glaze (Shan et al., 2023). Methods like Mist (Liang & Wu, 2023) can combine the
advantages of the two, but may not work for all images. We suggest future research evaluating or
designing origin/asset protection mechanisms against generative models to consider preventing edits
altogether as an important goal.
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