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Table 4: Statistics of the used datasets, where density denotes the percentages of positive responses.

\ #objects  #attributes  density object token attribute token
Region-language 165 45 2.59 single or multi-token single-token
Animal-behavior 354 25 40.3 single-token multi-token
Disease-symptom 122 33 6.76 single-token single or multi-token

APPENDIX

SUPPLEMENTAL RESULTS

Computational resources All experiments were conducted on machines equipped with 4 Nvidia
A100 GPU. Our method do not require training of MLMs. The extraction of the formal contexts for
our datasets is very fast (< 60 seconds).

PROOF OF LEMMAS

Lemma 1 (feasibility). Let D = {w'}Y | be a dataset consisting of data points generated by
Abstraction 1, then there exists an identification algorithm F : D — I such that F (D) converges to
the ground-truth formal context Iy as N — oo almost surely, i.e., F(D) — I =~ I.

Algorithm 1 A Formal Context Learning Algorithm

Input: A dataset D, a set of objects G and attributes M
Output: An estimated formal context incidence matrix I = [0, 1]I¢1XIM|

initialize I = 0IGI*I1M]
for w € D do
for w; € w do
for w; € wdo
if w; € G,w; € M then
I(Gwi,JVij) = I(Gwi,MwJ) +1
end if
end for
end for
end for
normalization: I = normalize([])
return

Proof. The algorithm 1 is constructed to derive a formal context I from D, Our target is to demonstrate
that I converges to I; almost surely when the number of data points N — oo. Let €2 denote the
sample space, Iy represent the learned formal context from Dy, and Xy = d(In, Iy) denote the

random variable indexed by N. We need to establish that Xy ~ 0.

Let us define Ey = {weQ:Xy(w)>e€} for ¢ > 0, where w repre-
1 g,meua,
t 1 t of th 1 . Let Y, ., = o, d
sents an element o e sample space et Yyt {0 otherwise® 0
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Figure 5: The normalized conditional probability of regions and their official language. The probabil-
ity is generated by the cloze prompt "[object] is the official language of [attribute]".
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consider P (Ey) = r (ZgEG,meM ‘% Zf;l Yy me — IOg,m‘ > e), we  have
() 1 & ¢
TSR ENURNES S P -
geG,meM t=1 q
®) 1 €
D I (ES s )
9eG.meM t=1 q

(c) 2N 2
< 2gexp | — 2 )

where inequalities (a) and (b) use the union bound, and (c) applies the Hoeffding’s inequality.

By applying the Borel-Cantelli lemma, we have P (limsupy_, . Enx) = 0. Hence,
P (limpy_ 0o Xy = 0) = 1. This means that I converges to I almost surely when N — oo. ]

Lemma 2 (role of pattern). Let |CMI,, (g; m|b)| denote the conditional MI without latent variables
and CMI,,(g; m|Z; b) denote the conditional MI with latent variables Z, we have |CML,, (g; m|b)| —
CMI,(g; m|Z;b) < 2H(Z|b), where H(Z|b) is the conditional entropy.

Proof. Proposition 3 from Zhang & Hashimoto (2021) shows that the dependency between two
tokens can be captured by conditional MI. Our lemma can be proved in a similar way by viewing that
the objects and attributes are all tokens in the vocabulary. Thatis g, m € V.

Using the definition of conditional MI, we start with:
CMI,,(g; m|Z;b) = CMI,,(g; m|b) — CMI,(g; Z|b) + CMI,(g; Z|m, b)
Expanding this, we get:

CMI,(g;m|Z; b) = CML,(g;m|b) + H(Z|g,b) — H(Z|b)
Now, let’s consider the difference:
|CMI,, (g; mb)| — CMI,,(g; m|Z; b)
= CMI, (g; m|b) — CMI,(g; m|Z; b)
= — H(Z|g,b) + H(Z|b) — H(Z|m,b) + H(Z|g,m, D)

Next, apply the inequality properties of entropy:
CMI,, (g3 m|b) — CMI,,(g;m|Z; b) < H(Z|b) + H(Z|g, m,b)
Since entropy is always non-negative, we further have:
H(Z|g,m,b) < H(Zb)
Combining these, we get:

|CML,,, (g; m|b)| — CML,,(g; m|Z;b) < H(Z|b) + H(Z|g, m,b)
< 2H(Z|b)

Therefore, we conclude that:
(CML,, (g; m|b)| — CMI, (g; m|Z: b) < 2H(Z|D).
This completes the proof. O

15



	Introduction
	Preliminaries
	 The Lattice Structure of Masked Language Models 
	 Lattice Construction from Masked Language Models 
	Inductive Biases of Formal Context Learning

	 Evaluation 
	Formal Context Datasets
	Can conditional probability in MLMs recover formal context?
	Can the reconstructed formal contexts identify concepts correctly?
	Ablation Studies and Visualization

	Related Work
	Conclusion

