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A  PROMPTS USED

A.1 PROMPT FOR BERLIN AND KAY’S EXPERIMENT

You are participating in a color naming survey. Look at the color shown in
the image and provide only the name you would naturally use to describe
this color.

Your task is to name the color using only a single word - a monolexemic
color term.

Rules:

- Use only ONFE word

- Do not use compound terms (no ”blue-green”, ’red-orange”, “yellow-
green”)

- Do not use modifiers (no “yellowish”, “light”, "dark”, "pale”, “bright”,
7}deep 7})

- Do not use descriptive phrases or multiple words

- Choose the most basic, common color term that best describes what you
see

- Do not explain your choice or provide additional commentary

What would you call this color?

A.2 PROMPT FOR MAIN EXPERIMENT

You are participating in a color naming survey. Look at the color shown in
the image and provide only the name you would naturally use to describe
this color.

Rules:

- Give only a simple color name or color description

- Use everyday language

- Do not provide explanations, hex codes, or technical details

- Do not say "This color appears to be...” or similar phrases

- Just state the color name directly

What would you call this color?

A.3 PROMPTS FOR LANGUAGE EXPERIMENT

A3.1

A.3.2

CHINESE
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PRI S B A RIS IX A 1

AU
- R BB (A PR el (i
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- NEFRARRE, A7 NIE RS SR T
- PR XAH ARG, BESBRREE
- ELIEU A4 R

XA FRIX R 2

FRENCH

Vous participez a une enquéte sur la dénomination des couleurs. Regardez
la couleur montrée dans l’image et fournissez uniquement le nom que vous
utiliseriez naturellement pour décrire cette couleur.

Reégles :

- Donnez seulement un nom de couleur simple ou une description de couleur
- Utilisez un langage quotidien

- Ne fournissez pas d’explications, de codes hexadécimauz ou de détails
techniques

- Ne dites pas "Cette couleur semble étre...” ou des phrases similaires
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A.3.3

A.34

A.3.5

A.3.6

A3.7

- Enoncez simplement le nom de la couleur directement
Comment appelleriez-vous cette couleur ?

GERMAN

Sie nehmen an einer Farbnamenumfrage teil. Schauen Sie sich die im Bild
gezeigte Farbe an und geben Sie nur den Namen an, den Sie natirlicherweise
verwenden wiirden, um diese Farbe zu beschreiben.

Regeln:

- Geben Sie nur einen einfachen Farbnamen oder eine Farbbeschreibung an
- Verwenden Sie Alltagssprache

- Geben Sie keine Erklirungen, Hex-Codes oder technische Details an

- Sagen Sie nicht ”Diese Farbe scheint zu sein...” oder dhnliche Phrasen

- Nennen Sie einfach direkt den Farbnamen

Wie wiirden Sie diese Farbe nennen?

ITALIAN

Stai partecipando a un’indagine sulla denominazione dei colori. Guarda il
colore mostrato nell’immagine e fornisci solo il nome che useresti natural-
mente per descrivere questo colore.

Regole:

- Fornisci solo un nome di colore semplice o una descrizione del colore

- Usa un linguaggio quotidiano

- Non fornire spiegazioni, codici esadecimali o dettagli tecnici

- Non dire "Questo colore sembra essere...” o frasi simili

- Dichiara semplicemente il nome del colore direttamente

Come chiameresti questo colore?

JAPANESE
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COERIT 27-DICBARIHES BEIOAZREEL TS W,
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KOREAN
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PORTUGUESE

Vocé estd participando de uma pesquisa sobre nomenclatura de cores. Olhe
para a cor mostrada na imagem e fornega apenas o nome que vocé usaria
naturalmente para descrever esta cor.

Regras:

- Forneca apenas um nome de cor simples ou descricao de cor

- Use linguagem cotidiana
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- Nao forneca explicacoes, codigos hexadecimais ou detalhes técnicos
- Nao diga “Esta cor parece ser...” ou frases similares

- Apenas declare o nome da cor diretamente

Como vocé chamaria esta cor?

A.3.8 RUSSIAN

Bul  yuacmeyeme 8 onpoce no UMEHOBAHUIO UBEMmMos.
ITocmompume Ha usem, nNOKA3aHHbIll HA u306pasxceHuu,
u npedocmasbme mMOAbLKO HaA38aHUe, Komopoe &bl 0Obl
ecmecmeeHHO UCno/ab308aau 018 ONUCAHUA 3MO020 ugema.
ITpasuaa:

- Haiime mosabko npocmoe Ha3eaHue usema uau OonucaHue
usema

- Hcnosav3ylime nosceOHe8HbIU A3blK

- He npedocmasasiime 00®sACHEHUs, WecmHaduamepudHbvie
KoObl UAU MexHuU4Yeckue demanu

- He 2o08o0pume "Omom usem 8bieas0um Kdk...
¢pasvl

- IIpocmo Hazosume ugem HaNpPAMYyH

Kak 6wl 8b1 Hazeasau asmom usem?

usu noxoscue

A.3.9 SPANISH

Estas participando en una encuesta sobre nomenclatura de colores. Mira
el color mostrado en la imagen y proporciona solo el nombre que usarias
naturalmente para describir este color.

Reglas:

- Da solo un nombre de color simple o descripcion de color

- Usa lenguaje cotidiano

- No proporciones explicaciones, codigos hexadecimales o detalles técnicos
- No digas "Este color parece ser...” o frases similares

- Solo declara el nombre del color directamente

¢ Como llamarias a este color?

B CoLor MODIFIERS

Figure H reveals that most non-common color terms employed by Qwen2.5, Molmo, In-
ternVL and JanusPro consist of basic color terms with modifiers rather than entirely differ-
ent color names. This indicates that these models develop more fine-grained color categories
by systematically applying brightness, saturation, and hue modifiers to the common set.

C CoMmMON CoLOR NAMES BY LANGUAGE

Table H presents the complete set of common color terms identified across all evaluated VLMs
for each language. These terms represent the intersection of color vocabularies—those color
names consistently used by all models when operating in a specific language. The varia-
tion in vocabulary sizes across languages reinforces our finding of substantial training data
imbalances in current VLMs. Chinese maintains the largest common vocabulary with 22
terms, followed closely by English with 21 terms, while most other languages demonstrate
significantly constrained vocabularies ranging from 6-13 terms. Notably, the color terms are
presented with their corresponding representative colors from the dataset, illustrating the
perceptual mappings that VLMs have learned for each linguistic category. The reduction
in vocabulary for non-dominant languages suggests that current VLM training procedures
have not achieved equitable representation across linguistic communities, with important
implications for multilingual deployment of vision-language systems in color-sensitive appli-
cations.
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Percentage of Color Names with Modifiers by Model Percentage of Non-Universal Color Names WITHOUT Modifiers by Model
(e.g., light blue, dark red, bright green) (Color names that are NOT in the 21 common set and have NO modifiers)

a8.5% 15.0%

Percentage of Total Responses (%)

Percentage of Total Responses (%)

Figure 5: Analysis of color vocabulary expansion strategies across VLMs. Left: Percentage
of color terms using modifiers (e.g., light blue, dark red) by model. Right: Percentage
of color terms that are both non-common and non-modifier based (i.e., distinct lexical
items like crimson, turquoise). Results demonstrate that models with expanded vocabu-
laries (Qwen2.5, Molmo, InternVL3, JanusPro) achieve color specificity primarily through
systematic application of modifiers to basic color terms rather than employing entirely dif-
ferent color names, while constrained models (GLM4.1V, MiniCPM) rely predominantly on
unmodified basic terms.

Table E reveals patterns in color naming frequency distributions across languages. Green
dominates as the most frequently used color term in seven out of ten languages, with partic-
ularly high usage in Romance languages (Italian 62.5%, Spanish 62.2%, Portuguese 58.1%)
and Japanese (61.9%). However, Russian and Korean diverge from this pattern, with blue
serving as their most frequent color term (51.2% and 52.4% respectively). The variation in
frequency percentages—green ranging from 30.8% in Russian to 62.5% in Ttalian—suggests
that language-specific factors beyond simple perceptual commons influence color naming
distributions.

Table 4: Common colors by language

Language Common Colors Count
Chinese | hRen, BOPER, M0, Thbnt, ROk, KRG, TG, R 22
L, IRk, RIE R, K, , I EANCNE SR ANCES SR
okt Ha, , B
English green, brown, , orange, black, , magenta, purple, 21

, teal, turquoise, olive, maroon, blue, pink, gray,
red, coral, R

I

Spanish ,azul, azul claro, azul oscuro, , coral, morado, rojo, 13
rosa, verde, , verde oliva, verde oscuro

German blau, braun, , grau, lila, magenta, orange, pink, rot

Russian 3eJIeHBIU, KOPUYHEBBIN, KPaCHBIN, JTHJIOBLIN, ,
OpaHIKeBHIN, CHHUHN, (DUOJIETOBBIN

Italian arancione, azzurro, grigio, , marrone, verde acqua, 7
violetto

Portuguese azul-marinho, laranja, R , vermelho, vermelho 7
escuro, violeta

French bleu, gris, marron, rose, rouge, violet 6

Japanese oo ok KRR R, B 6

Korean , A Hep A ok o)A 6
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Table 5: Average Color Mention Frequencies by Language (Top 5 Colors) thesaurus
Language 1st Most Frequent 2nd Most Frequent 3rd Most Frequent 4th Most Frequent 5th Most Frequent

English Green (38.2%) Blue (22.3%) Purple (17.8%) Yellow (16.9%) Orange (11.4%)
Chinese Green (48.9%) Blue (25.7%) Red (22.0%) Yellow (18.8%) Orange (15.8%)
French Green (59.3%) Blue (51.2%) Yellow (41.8%) Red (31.7%) Orange (24.8%)
German Blue (54.3%) Green (52.9%) Red (46.4%) Yellow (40.7%) Orange (32.6%)
Italian Green (62.5%) Orange (42.4%) Blue (41.8%) Yellow (38.1%) Red (25.9%)

Japanese Green (61.9%) Blue (50.7%) Orange (39.5%) Red (31.5%) Yellow (29.4%)
Korean Blue (52.4%) Yellow (40.5%) Green (38.9%) Red (27.7%) Orange (26.6%)
Portuguese Green (58.1%) Blue (50.5%) Orange (45.9%) Red (35.1%) Yellow (26.4%)
Russian Blue (51.2%) Red (39.9%) Green (30.8%) Orange (28.8%) Yellow (17.8%)
Spanish Green (62.2%) Blue (51.4%) Orange (37.1%) Yellow (35.2%) Red (27.4%)

B ]

=

Figure 6: 3D rendered objects used in the color-object binding experiment. The stimulus set
includes geometric primitives (cone, cube, cylinder, icosphere, sphere, torus) and everyday
objects (cat sculpture, mug, plate, sofa, table, teddybear, vase). Each object was systemat-
ically rendered in all 957 colors from the Color Thesaurus dataset.

D COLOR-OBJECT BINDING - DETAILS

As stated earlier, real-world color perception is significantly complicated by object-color
interactions. Research in human color perception has established that object recognition
fundamentally alters color appearance through memory color effects, an effect that is fur-
ther exacerbated in VLMs where training datasets can induce bias in the color names that
models associate with certain objects. To investigate this phenomenon, we conducted a
controlled experiment using 3D rendered objects where each object could be systematically
presented in all 957 colors from the Color Thesaurus dataset under multiple illumination
and scene conditions. Our object set included both geometric primitives (cone, cube, cylin-
der, icosphere, sphere, torus) and everyday items (cat sculpture, mug, plate, sofa, table,
teddybear, vase), as shown in Figure . This approach allows us to isolate the influence
of object identity on color naming decisions while spanning diverse object categories that
might exhibit different color-naming biases.

As Figures ﬂ, E, and E demonstrate, models exhibit significant shifts in color name distribu-
tion depending on the object being evaluated. For example, Qwen2.5 shifts from using 55%
common colors when evaluating color chips to 90% when evaluating objects. This object-
dependent variation extends to modifier usage patterns. Figuret@gshows that InternVL3
uses color names with modifiers for approximately 54% of responses when describing so-
fas, but this percentage decreases dramatically to 6.4% for cubes. A similar analysis can
be extracted for Qwen2.5 (see Figurer@), while as it was the case in other experiments,
MiniCPM-V-4.5 behaves in quite a different manner (see Figureeﬁ).

These object-dependent variations reveal that the controlled color naming patterns observed
with uniform color chips represent an essential but incomplete picture of VLM color behav-
ior in naturalistic settings. Rather than invalidating chip-based analysis, these findings
underscore its critical value as a controlled baseline for understanding VLM color naming
competencies independent of contextual biases.
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InternVL3_8B: 21 Specified Colors Distribution
Generic + Memory Color Objects (% of Total Responses)
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Figure 7: Object-dependent variation in common color term usage for InternVL3 8B. Stacked
bars show the proportion of responses using the 21 common color terms versus model-specific
terms across different object types.

E THE ROLE OF LANGUAGE MODELS IN COLOR NAMING -DETAILS

To isolate the specific contribution of language modeling to color naming behavior, we
conducted a controlled experiment using the InternVL family across four different language
model scales: 1B, 2B, 8B, and 14B parameters. This experimental design holds the visual
processing plpehne constant—all variants_employ entical vision encoder (InternViT-
300M-448px-V2.5) and training strategy E)—While varying only the language

model component.

Figure @ reveals that language model architecture significantly influences color vocabulary
usage even when visual feature extraction remains identical. Common color usage fluctu-
ates across language model scales: 73% at 1B, dropping to 60% at 8B, then increasing to
79% at 14B. Individual color frequencies also vary dramatically—brown occupies 10% of
responses with the 1B language model but decreases to 3% with the 8B variant. These
patterns demonstrate that color naming consistency depends not only on visual perception
capabilities but critically on the language model’s capacity to map visual features onto lin-
guistic color categories, highlighting the crucial role of language architecture in multimodal
color understanding.
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MiniCPM-V-4.5_8B: 21 Specified Colors Distribution
Generic + Memory Color Objects (% of Total Responses)
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Figure 8: Object-dependent variation in common color term usage for MiniCPM-V-4.5 8B.
Stacked bars show the proportion of responses using the 21 common color terms versus
model-specific terms across different object types.
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Qwen2.5_7B: 21 Specified Colors Distribution
Generic + Memory Color Objects (% of Total Responses)
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Figure 9: Object-dependent variation in common color term usage for Qwen2.5 7B 8B.
Stacked bars show the proportion of responses using the 21 common color terms versus
model-specific terms across different object types.
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InternVL3_8B: Color Names WITH Modifiers
Generic + Memory Color Objects
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Figure 10: Modifier usage variation across object types for InternVL3 8B. Stacked bars show
the proportion of color responses containing modifiers (light, dark, etc.) versus unmodified
color terms for different objects.
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Qwen2.5_7B: Color Names WITH Modifiers
Generic + Memory Color Objects

Generic q 48.5%

Cat Sculpture 2.7%

]

Cone -

!

Cube - 8.2%

6.2%

:

Cylinder

8.6%

U

Icosphere q
Mug 1 6.0%
Plate 4 5.9%

Sofa 6.2%

|1

Sphere 8.0%

U

Table q 7.0%

!

Teddybear q 11.9%

H

Torus A 7.0%

!

Vase 7.6%

!

Vase?2 - 6.4%

)

T T

10 20 3‘0 4b 50 60
Percentage of Total Responses (%)

o

Figure 11: Modifier usage variation across object types for Qwen2.5 7B. Stacked bars show
the proportion of color responses containing modifiers (light, dark, etc.) versus unmodified
color terms for different objects.
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MiniCPM-V-4.5_8B: Color Names WITH Modifiers
Generic + Memory Color Objects
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Figure 12: Modifier usage variation across object types for MiniCPM-V-4.5. Stacked bars
show the proportion of color responses containing modifiers (light, dark, etc.) versus un-

modified color terms for different objects.
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Figure 13: Language model parameter scaling effects on color vocabulary distribution within
the InternVL family. Each bar shows the proportion of responses using the 21 common color
terms versus model-specific terms across four different language model scales (1B, 2B, 8B,

14B parameters) while maintaining identical visual processing pipelines.
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Figure 14: Cross-linguistic analysis of maximum common color vocabulary under optimal
model selection. Each curve represents a different language, showing the maximum num-
ber of common color terms achievable when requiring agreement across k models (x-axis)
through optimal model combination selection. Common color terms are defined as those
appearing in all k selected models within each language. The y-axis indicates the maximum
number of such terms obtainable by choosing the best possible subset of k models from our
VLM suite.
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