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Why Robots? Why Storytelling?
Researchers have explored robotic interventions for well-
being—but most lack emotionally rich, adaptive storytelling.
Storytelling fosters empathy, emotional reflection, and social
connection—key elements of mental health support.

We introduce a novel robot powered by a Large Language
Model (LLM) that listens, generates dynamic stories, and
expresses matching emotions through facial expressions and
gestures. Unlike static systems, our robot responds in real-
time to user input. We aim to test two hypotheses:

H1: Participants’ mental health will improve over the
course of the study.
H2: LLM-integrated dynamic storytelling will yield greater
psychological benefits than static storytelling.

We are conducting a within-subjects study to compare
between two storytelling modes: 

Dynamic Mode: Misty uses an LLM for adaptive
storytelling
Static Mode: Misty selects from pre-written stories,
unchanged by input

Participants interact with Misty in their dorm rooms over a
one-week period. Each day, they complete mood surveys
(PANAS), track their well-being (CSSWQ), and engage in at least
three sessions. Psychological well-being (RPWS) is measured
throughout the week. After the study, participants complete
interviews to share their experiences and feedback.

Fig. 2. The system workflow with LLMs to dynamically generate stories and corresponding
facial expressions. We enhance voice expressiveness by replacing Misty’s built-in TTS with
Google TTS, making the robot’s voice more human-like. Face detection triggers
storytelling, with Misty responding to user inputs, displaying facial expressions, and
cohesive arm and head movements corresponding to emotions at the sentence level.

Preliminary findings

Preliminary conversations suggest that Misty’s dynamic
storytelling fosters emotional openness and encourages self-
reflection. Participants appreciated Misty’s expressive
behaviors and interactive responses. Next steps include
analyzing long-term mental health outcomes and enhancing
personalization in story generation.

Pre-Study

We compared four most popular LLMs: Gemini 2.0 Flash, GPT-
3.5, Llama 2, and DeepSeek R1 to choose the top performing
model for our robot’s storytelling ability.

Table 1: Evaluation of four LLMs based on storytelling relevance, emotional alignment,
obedience to prompt constraints, naturalness, content structure, and latency.
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Table 2: Definitions for qualitative ratings used in LLM storytelling evaluation
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Fig. 1. As preliminary results, we implemented a storytelling robot, Misty, using LLMs to
dynamically generate stories with cohesive facial expressions, arm gestures, and head
movements. Left: A loving face showed before saying “... looked at the rabbit and the
berries [food],” following “We didn’t have any food!” Right: An empathetic face showed at
the beginning of the story before saying “but she had been trapped by the responsibilities
for her family...” following “Alora always dreamed of traveling the world.”
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Fig 3: Study timeline showing assessment points across the three phases: Pre-Study
(baseline well-being surveys), Daily Sessions (mood tracking with PANAS), and Post-Study
(final assessments and interviews).
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