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Abstract

In the pursuit of efficient automated content creation, pro-
cedural generation, leveraging modifiable parameters and
rule-based systems, has emerged as a promising approach.
Nonetheless, this can be a demanding endeavor, given its
intricate nature necessitating a deep understanding of rules,
algorithms, and parameters. To reduce workload, we intro-
duce 3D-GPT, a framework utilizing large language mod-
els (LLMs) for instruction-driven 3D modeling. 3D-GPT
positions LLMs as proficient problem solving agents, dis-
secting the procedural 3D modeling tasks into accessible
segments and appointing the appropriate agent for each task.
3D-GPT integrates three core agents: the task dispatch agent,
the conceptualization agent, and the modeling agent. They
collaboratively achieve two objectives. First, they enhance
the concise initial scene descriptions, elaborating details
while dynamically adapting the text based on subsequent
instructions. Second, they integrate procedural generation,
extracting parameter values from enriched text to seamlessly
interface with 3D software for asset creation. Our empiri-
cal investigations confirm that 3D-GPT not only correctly
interprets instructions, delivering reliable results but also
collaborates effectively with human designers. Furthermore,
it integrates directly with Blender, unlocking expanded ma-
nipulation possibilities. Our work highlights the potential of
LLMs in 3D modeling, offering a basic framework for future
advancements in scene generation and animation.

1. Introduction
In the metaverse era, 3D content creation is vital for defin-
ing multimedia experiences in domains like gaming, virtual
reality, and cinema with intricately crafted models. Yet, de-
signers often grapple with a time-intensive 3D modeling
process, starting from basic shapes (e.g., cubes, spheres, or
cylinders) and employing software like Blender for metic-
ulous shaping, detailing, and texturing. This demanding
workflow concludes with rendering and post-processing to
deliver the polished final model. While procedural genera-
tion holds promise with its efficiency in automating content

creation through adjustable parameters and rule-based sys-
tems [4, 9, 10, 17, 30], it demands a comprehensive grasp
of generation rules, algorithmic frameworks, and individ-
ual parameters. Furthermore, aligning these processes with
the creative visions of clients, through effective communi-
cation, adds another layer of complexity. This underscores
the importance of simplifying the traditional 3D modeling
workflow to empower noivce creators in the metaverse era.

LLMs have shown exceptional language interpretation
capabilities, including planning and tool utilization [8, 14,
40, 41]. Furthermore, LLMs demonstrate outstanding profi-
ciency in characterizing object attributes, such as structure
and texture [6, 21, 27], enabling them to enhance details
from rough descriptions. Additionally, they excel at parsing
concise textual information and comprehending software
source code, while facilitating efficient and intuitive interac-
tions with users. Driven by these extraordinary capabilities,
we embark on exploring their innovative application to pro-
cedural 3D modeling. Our primary objective is to harness the
power of LLMs to exert control over 3D creation software
in accordance with natural language input from users.

In pursuit of this vision, we introduce 3D-GPT, a frame-
work to facilitate instruction-driven 3D content synthesis.
3D-GPT enables LLMs to function as problem-solving
agents, breaking down the 3D modeling task into small,
manageable components, and determining how to accom-
plish each component. 3D-GPT comprises three key agents:
the conceptualization agent, the 3D modeling agent, and the
task dispatch agent. The first two agents combine to fulfill
the roles of conceptualization and modeling by manipulating
the 3D generation API functions. Subsequently, the third
agent manages the system by taking the initial text input,
handling subsequent instructions, and facilitating effective
cooperation between the two aforementioned agents.

By doing so, 3D-GPT works towards two key objectives.
First, it enhances initial scene descriptions, guiding them to
more detailed and contextually relevant forms while adapt-
ing to subsequent instructions that refine the scene descrip-
tion. Second, instead of directly crafting every element of
3D content, we employ procedural generation, using adapt-
able parameters and rule-based systems to interface with
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“A misty spring morning, where dew-
kissed flowers dot a lush meadow 

surrounded by budding trees.”
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“Transform the white flowers 
into yellow flowers.” 𝐿#
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“Translate the scene into a winter setting.”

Figure 1. Subsequence Instruction Editing Result. L0: Initial instruction-generated scene. L1-L5: Sequential editing steps with
corresponding instructions. Our method enables controllable editing and effective user-agent communication.

3D software. Our 3D-GPT is equipped with the capability
to understand procedural generation functions and extract
corresponding parameter values from the enriched text.

3D-GPT offers controllable and precise 3D generation
guided by users’ textual descriptions. It reduces the work-
load of manually defining each controllable parameter in
procedural generation, particularly within complex scenes
that encompass diverse aspects. Moreover, 3D-GPT en-
hances collaboration with users, making the creative process
more efficient and user-centric as demonstrated in Fig. 1.
Furthermore, 3D-GPT seamlessly interfaces with Blender,
granting users diverse manipulation capabilities: material
adjustments, primitive additions, object animations, mesh
editing, and physical motion simulations. Our contributions
are summarized as follows:
• Introducing 3D-GPT: A zero-shot and training-free

framework designed for 3D scene generation. 3D-GPT
leverages the innate multimodal reasoning capabilities of
LLMs, improving the efficiency of end-users engaged in
procedural 3D modeling.

• Exploration of Text-to-3D Generation: Our 3D-GPT
generates Python code to control 3D software, potentially
offering increased flexibility for real-world applications.

• Empirical Experiments: Demonstrate the great potential
of LLMs in reasoning, planning, and tool-using capabili-
ties for 3D content generation.

2. Related Work

Text-to-3D generation. With the recent advance in text-
to-image generation modeling, there has been a growing
interest in text-to-3D generation [18, 22, 26, 33, 35, 37].
The common paradigm of them is to perform per-shape
optimization with differentiable rendering and the guidance
of the CLIP model [28] or 2D diffusion models [32]. For

example, DreamFields [15] and CLIP-Mesh [24] explore
zero-shot 3D content creation using only CLIP guidance.
Dreamfusion [26] optimizes NeRF [23] with the guidance of
a text-to-image diffusion model, achieving remarkable text-
to-3D results. Further works in this direction have resulted
in notable enhancements in visual quality [18, 20], subject-
driven control [22, 31], and overall processing speed [15, 19].
Unlike the above approaches, our objective is not to generate
neural representations as the final 3D output. Instead, we
utilize LLMs to generate Python code that controls Blender’s
3D modeling based on the provided instructions.

Large Language Models (LLMs). LLMs are a promising
approach to capture and represent the compressed knowl-
edge and experiences of humans, projecting them into lan-
guage space [2, 3, 5, 25, 29]. LLMs exhibit the capability
to address intricate tasks that were once considered the ex-
clusive domain of specialized algorithms or human experts.
These tasks encompass areas such as mathematical reason-
ing [14, 36], medicine [16, 38], planning [8, 12, 13, 41],
and LaMDA [34] for dialogue applications. Our work ex-
plores the innovative application of LLMs in 3D modeling,
employing them to control 3D procedural generation.

Recent works have used LLMs for 3D scene model-
ing [1, 7, 11, 39], with SceneCraft [11] enabling interaction
with large asset pools and BlenderGPT [1] facilitating ba-
sic Blender operations. While they effectively use existing
3D asset libraries, they can be limited by the fixed nature
of these assets, which may restrict editing flexibility. By
integrating LLMs with procedural generation frameworks
like Infinigen [30], our method enables dynamic creation
and fine-grained manipulation of 3D assets, surpassing the
constraints of static libraries. This advancement opens new
possibilities for personalized content creation.



3. 3D-GPT

3.1. Task Formulation

The overall goal of this work is to generate 3D content
in a conversational manner through a sequence of short,
user-provided, natural language instructions, denoted as
L = ⟨Li⟩. The initial instruction, L0, serves as a concise
description of the 3D scene, such as “a misty spring morning,
where dew-kissed flowers dot a lush meadow surrounded by
budding trees.” Subsequent instructions are then employed
to modify the rendered scene, e.g., “transform the white flow-
ers into yellow flower” or “translate the scene into a winter
setting” to add desried detail.

To accomplish this objective, we introduce a framework
named 3D-GPT, which leverages LLMs as problem-solving
agents. We note that employing LLMs to directly create
every element of 3D content poses significant challenges.
LLMs lack specific pre-training data for proficient 3D mod-
eling and, as a result, may struggle to accurately determine
what elements to use and how to modify them based on given
instructions. To address this challenge, we employ proce-
dural generation to control the 3D content creation. This
makes use of adaptable parameters and rule-based systems to
interface with 3D software (e.g., Blender) so as to efficiently
conduct 3D modeling [4, 9, 10, 17, 30]. Nevertheless, there
are several challenges that remain such as identifying the
correct procedures to call and mapping of language to API
parameters. We solve these using multiple language agents
as will be discussed below.

Our approach considers the 3D procedural generation
engine as a set of functions, denoted as F = {Fj}, where
each function Fj takes parameters Pj . For example,
add trees(scene, density, distance min,
leaf type, fruit type) will add trees to a given
base scene with properties controlled by the four parameters
density, distance min, etc.

In our framework, for the initial user-provided instruction
(scene description) L0, we utilize the entire function set
F to construct the 3D scene. Subsequently, we infer the
corresponding parameters Pj for each function Fj within
this set. When the user provides subsequent instructions
Li (i > 0) for scene modifications, such as “transform the
white flowers into yellow flowers,” we adopt a more focused
approach to prevent undesired modifications and enhance
efficiency. In this example, the system should only select
functions related to flowers. Therefore, it selects a subset of
relevant functions, F̂ ⊆ F , from the original function set F .
Then, we proceed to infer the corresponding parameters Pj

for each function Fj within this subset. By addressing both
function selection and parameter inference for every sub-
instruction Li, 3D-GPT generates a Python script file that
allows Blender’s 3D modeling environment to render high-
quality scenes consistent with the instruction sequence L.

3.2. Modeling Tool Preparation

In our framework, we use Infinigen [30], a Python-Blender-
based procedural generator equipped with a rich library of
generation functions. To allow LLMs to invoke the Infinigen
API, we provide following crucial language prompts for each
function Fj :
• Documentation (Dj): A comprehensive explanation of

the function’s purpose and clear description of its parame-
ters Pj as one would find in standard API documentation.

• API code (Cj): Restructured and readable function code,
ensuring that it is accessible and comprehensible to LLMs.

• Auxiliary parameter information (Ij): Outlines specific
information required to infer the function parameters to
assist LLMs in understanding the context and prerequi-
sites of each function. For example, in the case of a flower
generation function, Ij indicates the necessary visual prop-
erties for rendering, such as petal color, petal shape (e.g.,
size, curve, and length), and center appearance.

• Usage examples (Ej): Illustrative examples that demon-
strate how to infer parameters Pj from the accompanying
text descriptions and subsequently invoke the function.
Continuing with the example above, Ej would include a
practical demonstration of how to infer the parameters and
call the function based on input text like “a sunflower.”
By providing LLMs with these prompts, we enable them

to leverage their generative competencies in planning, rea-
soning, and tool utilization. Documentation (D) elucidates
functions in plain language, revealing their purpose and input
data types. API Code (C) offers practical implementation,
assisting the LLM in dissecting code. Auxiliary Parameter
Information (I) provides the necessary details for parameter
inference and can be harnessed by our agent to query and
infer supplementary context. Usage Examples (E) aid the
LLM in generating analogous code for novel tasks, uncov-
ering hidden usage patterns and best practices not always
evident in documentation. As a result, LLMs can effectively
harness Infinigen for 3D generation based on language in-
structions in a seamless and efficient manner. In the context
of our work, the function set F encompasses all functions
and subfunctions within the Infinigen scene generation script,
with the sole exception of the ’creatures’ class. These func-
tions play an indispensable role in our scene creation process.
In the supplemental material, we present a comprehensive
list of all the functions used to construct the scenes and
examples for some of these functions.

3.3. Multi-agents for 3D Modeling

With the necessary tool preparation (i.e., Dj , Cj , Ij and Ej)
in hand, 3D-GPT employs a multi-agent system to tackle
the task of language-guided procedural 3D modeling. This
system comprises three integral agents: (1) the task dispatch
agent, (2) the conceptualization agent, and (3) the modeling
agent, illustrated in Fig. 2. Together, these agents decom-
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Figure 2. 3D-GPT Overview. 3D-GPT employs LLMs as a multi-agent system with three collaborative agents for procedural 3D generation.
These agents consult documents from the procedural generator, infer function parameters, and produce Python code. The generated code
script interfaces with Blender’s API for 3D content creation and rendering.

pose the modeling task into manageable pieces, with each
agent specializing in distinct aspects: planning, 3D reason-
ing, and tool utilization. The task dispatch agent plays a
pivotal role in the planning process. It queries function doc-
uments and subsequently selects the requisite functions for
execution from natural language user instructions. Once
functions are selected, the conceptualization agent engages
in reasoning to enrich the user-provided text description.
Building upon this, the modeling agent deduces the param-
eters for each selected function and generates Python code
scripts to invoke Blender’s API, facilitating the creation of
the corresponding 3D content. From there, images and video
flythroughs can be rendered directly using Blender.

Task Dispatch Agent for Planing. The task dispatch agent
utilizes a comprehensive knowledge base encompassing all
available functions F from documentation D. It also has
access to an illustrative example on how to select the appro-
priate function subset based on the given instructions. When
presented with an instruction, such as “translate the scene
into a winter setting,” the agent systematically interprets the
task. It analyzes the documentation for each function, align-
ing requirements with function capabilities, and learn from
in-context examples. Consequently, the agent efficiently
identifies the requisite functions for each instructional input,
such as add snow layer and update trees, while
excluding functions like add flowers and add rocks.
This pivotal role played by the task dispatch agent is in-
strumental in facilitating efficient coordination between the
conceptualization and modeling agents. Without it, the those
agents would have to analyze all provided functions F for
each given instruction. This not only increases the workload

for these agents but also extends processing time and can
potentially lead to undesired modifications.

The communication flow between the LLM system, the
user, and the task dispatch agent is outlined as follows:

Message: You are a proficient planner for se-
lecting suitable functions based on user instruc-
tions. You are provided with the following func-
tions: ⟨(F name

j , F usage
j )⟩ . Below are a few examples of

how to choose functions based on user instructions:
⟨E task dispatch⟩ . The user instruction is: ⟨Li⟩ .
Task Dispatch Agent: Given the instruction ⟨Li⟩,
we determine the sublist of functions F̂ that need to
be used for 3D modeling.

Here ⟨(F name
j , F usage

j )⟩ represents a list of function names
and concise function usage descriptions for all available func-
tions and examples ⟨Etask dispatch⟩ provide guided examples
for prompt-based instructions. A example is provided in the
supplemental material.

Conceptualization Agent for Reasoning. User instruc-
tions often lack sufficient modeling details. For instance,
consider the instruction, “a misty spring morning, where
dew-kissed flowers dot a lush meadow surrounded by bud-
ding trees”. Here many required function parameters such
as tree branch length, tree size, and leaf type, are not directly
stated in the given text. When instructing the modeling agent
to infer parameters directly, we observed that it tends to
provide simplistic solutions, such as using default values
or copying values from prompting examples. This reduces
diversity in generation and complicates parameter inference.



To address this issue, we propose the conceptualization
agent that interacts with the task dispatch agent to augment
the user-provided text description (Li) with required infor-
mation list in Ij for each function. After the task dispatch
agent selects the required functions, we send the user in-
put text and the corresponding function-specific information
to the conceptualization agent and request augmented text.
For each function Fj , it enriches Li to produce detailed
appearance descriptions L̂i

j . The communication between
the system and the Conceptualization Agent for instructions
⟨Li⟩ and functions ⟨Fj⟩ is as follows:

Message : You are a skilled writer, especially
when it comes to describing the appearance of ob-
jects and large scenes. Given a text ⟨Li⟩ , provide
detailed descriptions for the following information
⟨Ij⟩ . For terms not mentioned in the description,
use your imagination to ensure they fit the text de-
scription.
Conceptualization Agent : Given the ⟨Li⟩ and
requested information ⟨Ij⟩ , the extended description
is: ⟨L̂i

j⟩ .

Modeling Agent for Tool Using. After conceptualization,
the 3D modeling processing is invoked to convert the detailed
natural language to machine-understandable API function
calls. For each function Fj and user instruction Li, the
task dispatch agent receive augmented context L̂i

j from the
conceptualization agent. Moreover, for each function Fj ,
we have the code Cj , function documentation Dj , and one
usage example Ej . The modeling agent uses this information
to select appropriate functions and deduce corresponding
parameters. Subsequently, the modeling agent generates
Python code that calls the selected function in the right
context (e.g., within a loop), passing in parameters inferred
from the text and of the proper data type. Communication
between System and Modeling Agent is as follows:

Message: You are a good 3D designer who can
convert long text descriptions into parameters, and
understand Python functions to manipulate 3D con-
tent. Given the text description ⟨L̂i

f ⟩ , we have the
following function codes ⟨Cj⟩ and the document for
function ⟨Dj⟩ . Below is an example bout how to
make function calls to model the scene to fit the de-
scription: ⟨Emodeling

j ⟩ . Understand the function, and
model the 3D scene that fits the text description by
making a function call.
Modeling Agent: Given the description ⟨L̂i

j⟩ , we
model the object by calling functions: ...

We have included a comprehensive communication ex-
ample between all three agents in the supplemental material.

Blender Rendering. The modeling agent ultimately con-
structs the Python function calls with inferred parameters,
which are supplied to Blender for controlling view ports and
rendering, and thereby resulting in production of the final
3D mesh and RGB results.

Implementation Detail. We implemented our system us-
ing the Infinigen [30] API. The specific function set F we
used is available in the generation script provided in the sup-
plemental material. Our modeling agent is developed with
the OpenAI’s ChatGPT API, and its code implementation
can also be found in the supplemental material, showcasing
the ease of system implementation.

4. Experiments
Our experimentation begins by testing the proficiency of 3D-
GPT in consistently generating results that align with user
instructions, encompassing scenarios involving both large
scenes and individual objects. Subsequently, we delve into
specific examples to illustrate how our agents effectively
comprehend tool functionalities, access necessary knowl-
edge, and employ it for precise control. As fruther analysis,
we conduct an ablation study to systematically examine the
contributions of each agent within our multi-agent system.

4.1. 3D Modeling

Large Scene Generation. We investigate the capability
of 3D-GPT to control modeling tools based on scene de-
scriptions without any training. To conduct this experiment,
we generated 100 scene descriptions using ChatGPT with
the following prompt: “You are a good writer, provide 10
different natural scene descriptions for me.” We collected
responses to this prompt 10 times to form our dataset.

In Fig. 3, we present the multi-view rendering results
of 3D-GPT. These results indicate that our approach is ca-
pable of generating large 3D scenes that align well with
the provided text descriptions and showcasing a noticeable
degree of diversity. Importantly, all 3D outcomes are di-
rectly rendered using Blender, ensuring that all meshes are
authentic, thereby enabling our method to achieve absolute
3D consistency and produce real ray-traced results.

Fine-detail Control for Single Class. Apart from gen-
erating large scenes from concise descriptions, we assess
3D-GPT’s capabilities for modeling objects. We evaluate
crucial factors such as curve modeling, shape control, and an
in-depth understanding of object appearances. To this end,
we report the results of fine-grained object control, including
nuanced aspects like object curves, key appearance features,



“The mountains, majestic and snow-capped, 
stood like sentinels guarding the vast 
expanse of the valley, their peaks 
disappearing into the swirling mist that 
clung to their rugged slopes.”

“The desert, an endless sea of shifting sands, 
stretched to the horizon, its rippling dunes 
catching the golden rays of the setting sun, 
creating an ever-changing landscape of 
shadows and light.”

“The lake, serene and glassy, mirrored the 
cloudless sky above, reflecting the 
surrounding mountains and the graceful 
flight of a heron, as lily pads floated like 
emerald jewels upon its tranquil surface."

“A serene winter landscape, with snow-
covered evergreen trees and a frozen lake 
reflecting the pale sunlight.”

“A vibrant autumn forest, with trees ablaze in 
shades of red, orange, and gold, as a gentle 
breeze rustles the fallen leaves.”

“A misty spring morning, where dew-
kissed flowers dot a lush meadow 
surrounded by budding trees.”

Figure 3. Visual Examples of Instruction-Based 3D Scene Generation. 3D-GPT can construct large 3D scenes that align with the provided
initial instruction. We demonstrate that the rendered images contain various visual factors in line with the given instructions.

“African Marigold” “Blue Chrysanthemum” “Carnation” “Chamomile” “Dandelion” “Gerbera”

“Lake Lily” “Orange Tulip” “Pink Rose” “Red Rose” “Sunflower” “White Camellia”

Figure 4. Single Class Control Result. Our method effectively acquires the necessary knowledge for modeling, enabling precise object
control in terms of shape, curve, and key appearance capture. The generated results closely align with the given text.

and color, all derived from input text descriptions. We em-
ploy random prompts to instruct GPT for various real-world
flower types. As depicted in Fig. 4, our method adeptly
models each flower type, faithfully capturing their distinct
appearances. This study underscores the potential of 3D-
GPT in achieving precise object modeling and fine-grained
attribute control of object types and visual characteristics.

Subsequence Instruction Editing. Here, we test the abil-
ity of 3D-GPT for effective human-agent communication
and task manipulation. In Fig. 1, we observe that our method
can comprehend subsequence instructions and make accurate
decisions for scene modification. Note that, unlike the ex-
isting text-to-3D methods, 3D-GPT maintains a memory of
all prior modifications, thereby facilitating the connection of

new instructions with the scene’s context. Furthermore, our
method eliminates the need for additional networks for con-
trollable editings [42]. This study underscores the efficiency
and versatility of 3D-GPT in adeptly handling complex sub-
sequence instructions for 3D modeling.

Individual Function Control To evaluate the effective-
ness of 3D-GPT in tool utilization, we present an illustrative
example that highlights our method’s ability to control indi-
vidual functions and infer parameters. Fig. 5 exemplifies
the capability of 3D-GPT to model sky appearance based on
input text descriptions. It is worth noting that the function
responsible for generating the sky texture does not directly
correlate color information with sky appearance. Instead, it
relies on the Nishita-sky modeling method, which requires



(a). Solution: From the description of "clear 
blue sky" and "not a cloud in sight", we can 
infer that the sun_intensity should be high, the 
sun_elevation should be around 90 (daytime), 
the sun_rotation can be set to 0. The air_density 
and dust_density should be low, so we can set 
them to 1 and 0 respectively. Since there are no 
clouds, the cloud_density should be 0. To make 
the sky appear bluer, we can increase the ozone 
value, so let's set it to 2.
We can model the sky by calling the following 
function:
```python
sky_texture_node(sun_intensity='high', 
sun_elevation=90, sun_rotation=0, 
air_density=1, dust_density=0, ozone=2, 
cloud_density=0)
```

(d). “The sky is painted in shades of orange
and pink as the sun sets behind the island.”

(e). “The sky is a mixture of soft purples 
and pinks as the sun rises.”

(f). “A canopy of stars fills the dark night 
sky, with the island bathed in moonlight.”

(a). “The sun shines brightly in a clear 
blue sky. Not a cloud in sight.”

(b). “Thick gray clouds cover the 
entire sky, diffusing the sunlight.”

(c). “The sky appears hazy, with a soft, 
diffuse sunlight filtering through.”

Figure 5. Single Function Control Result. Visual result (top) and modeling agent response example (bottom). Our method demonstrates a
high degree of accuracy in inferring algorithm parameters, even when they do not possess a direct connection to visual appearance.

The carnation is a charming flower known for its 
delicate details. Its center size typically ranges 
from 1 to 2 cm in diameter. The petals can vary in 
length, averaging around 3-5 cm, and they 
gracefully encircle the center. The petal width 
measures approximately 1-2 cm, and it's usually 
about half the length of the petals. The petals 
exhibit a soft, rounded shape, lending the flower an 
inviting openness. Carnation petals are known for 
their unique and delicate fringed edges. These 
fringes can give the petals a slightly wrinkled or 
ruffled appearance, adding to their charm. . 
Carnations come in a wide spectrum of colors, 
from vibrant reds to pastel pinks, and their petals 
are densely packed, creating lush, full blooms.

The dandelion, a common wildflower, 
showcases unique characteristics. Its center, 
typically 1-2 cm in diameter, anchors a 
profusion of bright yellow petals. Each 
petal averages 2-3 cm in length, about 
twice the size of the center. Dandelion 
petals are quite narrow, usually measuring 
around 0.1 to 0.2 cm in width. Dandelion 
petals display a gentle curvature, 
contributing to the flower's spherical form. 
They often appear slightly wrinkled along 
the edges, adding a touch of texture. Their 
vibrant yellow hue and densely clustered 
petals create a stunning floral carpet in 
open fields.

The Gerbera, renowned for its striking 
beauty, boasts a center size of 
approximately 3-5 cm. Its vibrant petals, 
often measuring 7-12 cm, are notably larger 
than the center. Petals exhibit a width of 
about 1-2 cm, nearly half their length, 
showcasing an elongated shape. They 
possess a gentle curvature, enhancing their 
roundness. The Gerbera's open bloom 
creates a captivating display, revealing a 
smooth and unwrinkled petal surface. Its 
petals showcase a spectrum of colors, from 
bold reds to soft pinks, and they are 
densely packed, resulting in lush, eye-
catching floral arrangements.

“Gerbera”“Carnation” “Dandelion”

Figure 6. Conceptualization Agent Case Study. The enriched textual evidence demonstrates that the Conceptualization Agent provides
essential knowledge for parameter inference (highlighted in green). For each subfigure, we compare the 3D model without (Top) and with
(Bottom) agent. The models generated with the agent better match the text description than those without it .

a deep understanding of real-world sky and weather condi-
tions, considering input parameters. Our method extracts
relevant information from the textual input and comprehends
how each parameter influences the resulting sky appearance,
as evident in Fig. 5 (c) and (d). These results demonstrate
that our method can effectively use individual functions as
well as infer corresponding parameters.

Comparison with Text-to-3D. We provide a compari-
son with the state-of-the-art Text-to-3D method, Dreamfu-
sion [26], for scene generation, as shown in Fig. 7. Our
method produces visually more plausible results with out-
puts that are better aligned with the given text descriptions.

4.2. Ablation Study

We conduct separate ablation studies for the Conceptualiza-
tion Agent, the Task Dispatch Agent, prompting components,
types of LLMs, and number of examples. Our assessment
focused on CLIP scores [28], failure rates, and parameter
diversity, quantified using the categorical Shannon Diversity
Index. The CLIP score measures the alignment between
text and generated images. The failure rate represents the

(a) Task Dispatch Agent.

Method CLIP Score

w/o TDA 22.79
Ours 29.16

(b) Conceptualization Agent.
Method CLIP Score Failure Rate Para. Diversity

w/o CA 21.51 3.6% 6.32
Ours 30.30 0.8% 7.34

Table 1. Ablation Study on the Performance of Different Agents.
(a) Impact of removing the Task Dispatch Agent (TDA) on CLIP
Score. (b) Impact of removing the Conceptualization Agent (CA)
on CLIP Score, Failure Rate, and Parameter Diversity.

percentage of system failures due to issues such as incorrect
datatypes, wrong response patterns, or missing parameters
from the Modeling Agent. Parameter diversity aims to gauge
the diversity of generated outputs.

Case Study of Task Dispatch Agent. For the Task Dis-
patch Agent, the CLIP score is measured using 100 initial
scene descriptions, each appended with one additional sub-
sequence instruction for each scene. Tab. 1 (a) shows that
without the Task Dispatch Agent, the CLIP score dropped
from 29.16 to 22.79. It is important to note that the Task
Dispatch Agent primarily impacts the performance of subse-



“The mountains, majestic and snow-capped, 
stood like sentinels guarding the vast expanse of 
the valley, their peaks disappearing into the 
swirling mist that clung to their rugged slopes.”

“The desert, an endless sea of shifting sands, 
stretched to the horizon, its rippling dunes catching 
the golden rays of the setting sun, creating an ever-
changing landscape of shadows and light.”

“The lake, serene and glassy, mirrored the cloudless 
sky above, reflecting the surrounding mountains and 
the graceful flight of a heron, as lily pads floated like 
emerald jewels upon its tranquil surface."

“A serene winter landscape, with snow-covered 
evergreen trees and a frozen lake reflecting the 
pale sunlight.”

“A vibrant autumn forest, with trees ablaze in 
shades of red, orange, and gold, as a gentle 
breeze rustles the fallen leaves.”

“A misty spring morning, where dew-kissed 
flowers dot a lush meadow surrounded by 
budding trees.”

Ours             DreamFusion Ours             DreamFusion Ours             DreamFusion

Figure 7. Comparison with Text-to-3D Method. This figure compares our method and DreamFusion [26], for generating various scenes.

Variants CLIP Score Failure Rate Parameter Diversity

w/o D 20.7 4.2% 6.94
w/o C 28.4 1.8% 6.74
w/o I 21.6 1.4% 6.38
w/o E 24.5 3.4% 7.89
Ours 30.3 0.8% 7.34

Table 2. Ablation Study on the Impact of Prompting Components
(D/C/I/E) on Model Performance.

quence instructions, as all functions are utilized for the initial
instruction. These findings underscore the pivotal role of the
Task Dispatch Agent in managing communication flow.

Case Study of the Conceptualization Agent. The Con-
ceptualization Agent’s effectiveness was evaluated using a
CLIP score measured from 100 initial scene descriptions.
As shown in Tab. 1 (b), the absence of the Conceptual-
ization Agent led to significant declines in text alignment
and parameter diversity, alongside a substantial increase in
the failure rate, which negatively impacts the efficiency of
the entire modeling process. Fig. 6 visually demonstrates
how the Conceptualization Agent aids in acquiring essential
knowledge for 3D modeling, comparing results with and
without its involvement. When the Conceptualization Agent
is utilized, the generated outputs closely match the intended
flower type’s appearance, underscoring its crucial role in
enhancing the overall quality and fidelity of 3D generation.

Moreover, we conducted ablation studies examining
prompting components (See Tab. 2), types of Large Lan-
guage Models (See Tab. 3), and the number of examples
(See Tab. 4). Key findings include: (1) each prompting com-
ponent significantly contributes to the overall pipeline, (2)
the type of LLM used does not notably impact 3D generation

LLMs CLIP Score Failure Rate Parameter Diversity

LLAMA2 29.7 1.4% 6.97
GPT4 31.2 0.6% 7.23
GPT3.5 30.3 0.8% 7.34

Table 3. Ablation Study on the Performance of Different Large
Language Models. We report CLIP Score, Failure Rate, and Param-
eter Diversity across LLAMA2, GPT-4, and GPT-3.5.

Number CLIP Score Failure Rate Parameter Diversity

0 24.5 3.4% 7.89
1 30.3 0.8% 7.34
2 30.1 1.0% 7.23
3 30.2 0.8% 6.93

Table 4. Ablation Study on the Impact of Example Number.

results, and (3) there is no significant difference between one-
shot, two-shot, and three-shot prompts, though increasing
the number of examples slightly reduces parameter diversity.

5. Conclusion

We have introduced 3D-GPT, a novel framework for
instruction-driven 3D procedural scene generation, leverag-
ing pre-trained LLMs. Our approach involves coordination
between three agents functioning as a cohesive 3D modeling
team, ultimately yielding a 3D modeling file as output, as
opposed to conventional 3D neural representations. More-
over, our method consistently delivers high-quality results,
showcases adaptability to expansive scenes, ensures 3D con-
sistency, provides material modeling and editing capabilities,
and facilitates true ray tracing for achieving lifelike visualiza-
tions. Our empirical results show the potential of LLMs for
reasoning, planning, and tool use in procedural 3D modeling.
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