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A Overview

Due to space constraints in the main paper, we elaborate the following here: additional details of the
32 datasets, including useful links to find their license statements and other ethics concerns in Sec. [B}
additional details of the architecture, training and finetuning stages in Sec. [C} additional experiments
and analyses on dataset distributions, training schemes, finetuning strategies, sampling strategies,
and training domains in Sec. individual dataset ranking on the training sets of key evaluation
benchmarks, and complete results of the foundation models on evaluation benchmarks in Sec. [E}

B Additional Details of Datasets

B.1 Dataset Descriptions

This section describes the 32 datasets we study. Note that all these are public academic datasets, each
holding a license. We follow the common practice to use them in our non-commercial research and
refer readers to their homepages or papers for more details regarding licenses and their policies to
ensure personal information protection.

3DPW [37] (Fig. [Tp) is the first in-the-wild dataset with a considerable amount of data, captured
with a moving phone camera and IMU sensors. It features accurate SMPL annotations and 60 video
sequences captured in diverse environments. We follow the official definition of train, val, and test
splits. Homepage: https://virtualhumans.mpi-inf.mpg.de/3DPW/|

AGORA [34] (Fig.[Ip) is a synthetic dataset, rendered with high-quality human scans and realistic
3D scenes. It consists of 4240 textured human scans with diverse poses and appearances, each fitted
with accurate SMPL-X annotations. There are 14K training images and 3K test images, and 173K
instances. Homepage: https://agora.is.tue.mpg.de/index.html

ARCTIC [12] (Fig. ) is a lab-based hand-object interaction dataset. It features 10 subjects
manipulating 11 objects. There are 210K frames of video sequences captured from 8 static cameras
and one egocentric camera. Each frame is fitted with accurate SMPL-X annotations. We exclude
the egocentric frames in our training as they only capture hands, and use 153.9K images in training.
Homepage: https://arctic.is.tue.mpg.de/

BEDLAM [3] (Fig. [Id) is a synthetic dataset that includes a wide range of variations in terms of
body shapes, motions, skin tones, hair, and clothing. It is created by combining 271 different body
models, 27 hairstyles, and 111 types of clothing. The dataset includes 1691 clothing textures and
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Figure 1: Visualization of dataset images and ground truth annotation. a) 3DPW. b) AGORA. c)
ARCTIC. d) BEDLAM.

Figure 2: Visualization of dataset images and ground truth annotation. a) BEHAVE. b) EgoBody
(EgoSet). ¢) CrowdPose. d) CHI3D.

2311 human motions set in 95 HDRI and 8 3D scenes. Each scene typically consists of 1 to 10 people
and offers diverse camera poses. Homepage: https://bedlam.is.tue.mpg.de/index.html

BEHAVE [3] (Fig. 2h) is a body human-object interaction dataset with multi-view RGB-D frames,
SMPL-H parameters, object fits, and contacts information. BEHAVE includes about 15k frames in 5
locations with 8 subjects performing a range of interactions with 20 common objects. Homepage:
https://github.com/xiexh20/behave-dataset,

CHI3D (Fig. [20) is a studio-based 3D motion capture dataset (Vicon) under multiple interaction
scenarios, which includes 631 multi-view sequences with 2,525 contact events and 728,664 ground
truth instances of 3D poses annotated with SMPL-X parameters. We use the open-source train set.
Homepage: https://ci3d.imar.rol

CrowdPose [25] (Fig. |Z}c) is an in-the-wild dataset focused on crowded cases. It contains 20K
images in total and 80K human instances. In this paper, we use the annotations generated by
NeuralAnnot [32]], which fits the SMPL to the GT 2D joints and includes a total of ~35.7K annotated
data. Homepage: https://github.com/Jeff-sjtu/CrowdPose

EgoBody [40] is a large-scale dataset that features 3D human motions and interaction with scenes.
The data is captured by a multi-view rig for third-person view (MVSet, in Fig. [Bh) and a head-
mounted device for egocentric view (EgoSet, in Fig. Zb). The dataset consists of 125 sequences, 36
subjects, and 15 indoor scenes. We follow the official splits of training and test sets. Homepage:
https://sanweiliti.github.io/egobody/egobody.html.

EHF [35] (Fig. 3p) contains 100 curated frames of one subject in an indoor studio setup. It provides
SMPL-X aligned 3D mesh as the ground truth that accurately reflects the subject’ diverse body, hand,
and face articulations. It is usually used as a test set. The images are captured from a single camera. It
is published along with SMPL-X. Homepage: https://smpl-x.is.tue.mpg.de/index.html.

FIT3D [15] (Fig. [Bt) is a studio-based 3D motion capture dataset including 611 multi-view sequences
with 2,964,236 images and corresponding ground truth instances of 3D shapes and poses annotated
with SMPL-X parameters. Motion clips include 37 repeated exercises. We use the open-source train
set. Homepage: https://fit3d.imar.ro/|
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Figure 3:Visualization of dataset images and ground truth annotation. a) EgoBody (MVSet). b)
EHF. c) FIT3D. d) GTA-Human.

Figure 4: Visualization of dataset images and ground truth annotation. a) Human3.6M. b) Hu-
manSC3D. c) InstaVariety. d) LSPET.

GTA-Human Il (Fig. [3d) is an extended version of GTA-Humd}, [a large-scale synthetic 3D
single-human dataset generated with the GTA-V game engine, which features diversity. GTA-
Human provides more than 1.4M of SMPL annotations in single-person scenes. In comparison,
GTA-Human Il includes multi-human scenarios with SMPL-X ground truth, obtained through
SMPLify-X [135], which estimates SMPL-X parameters from ground truth keypoints collected in-
game. The toolchain is provided by MMHuman3D0[. The extended version contains 1.8M
SMPL-X instances. Images are captured in 4K multi-person sequences, with about 600 subjects
in different shapes and clothing, performing 20K daily human activity motion clips in six distinct
categories of backgrounds, captured by camera angles in realistic distributions. Honfpsge:
/Ilcaizhongang.github.io/projects/GTA-Human/

Human3.6M [18§] (Fig. [4a) is a studio-based 3D motion capture dataset including 3.6M human
poses and corresponding images captured by a high-speed motion capture system. In this paper, we
use the annotation generated by NeuralAnB3g}, [which ts the SMPL-X to the GT 2D joints and
includes a total of ~312.2K annotated data. Homepagp://vision.imar.ro/human3.6m/
description.php

HumanSC3D[14] (Fig. [4pb) is a studio-based 3D motion capture dataset including 1,032 multiple-
view sequences featuring 5K contact events and 1.2M ground truth instances of 3D poses annotated
with SMPL-X parameters. We use the open-source train set. Homeptige=//sc3d.imar.ro/

InstaVariety [22] (Fig. [4c) is an in-the-wild dataset, containing 2.1M images collected from
Instagram using 84 hashtags. We use the annotation generated by NeuraBZhnehich ts the
SMPL to the GT 2D joints and includes a total of ~218.5K annotated data. Homeptipe:
/lgithub.com/akanazawa/human_dynamics/blob/master/doc/insta_variety.md

LSPET [19] (Fig. 4d) is an in-the-wild dataset, and it contains 10K images. In this paper, we use the
annotation generated by EFZ1], which ts the SMPL to the GT 2D joints and includes a total of
2,946 annotated data. Homepag#p://sam.johnson.io/research/lspet.html

MPI-INF-3DHP [29] ((Fig. 5a) is captured with a multi-camera markerless motion capture system
in constrained indoor and complex outdoor scenes. It records 8 actors performing 8 activities
from 14 camera views. We use the annotations generated by Neural/AA#hotvhich ts the
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Figure 5:Visualization of dataset images and ground truth annotation. a) MPI-INF-3DHP. b) MPII.
c) MSCOCO. d) MTP.

Figure 6:Visualization of datasetimages and ground truth annotation. a) MuCo-3DHP. b) OCHuman.
c) PoseTrack. d) PROX.

SMPL-X to the GT 2D joints and includes a total of 939,847 annotated data. Homdpgue:
[Ivcai.mpi-inf.mpg.de/3dhp-dataset/

MPII [2] ((Fig. 5b) is a widely used in-the-wild dataset that offers a diverse collection of approxi-
mately 25K images. Each image within the dataset contains one or more instances, resulting in a
total of over 40K annotated people instances. Among the 40K samples, ~28K samples are used for
training, while the remaining samples are reserved for testing. We use the annotations generated
by NeuralAnnot B2], which ts the SMPL-X to the GT 2D joints and includes a total of ~28.9K
annotated data. Homepad#tp://human-pose.mpi-inf.mpg.de/

MSCOCO [27] (Fig. 5c) is a large-scale object detection, segmentation, keypoint detection, and
captioning dataset. The subset for the keypoint detection contains more than 200K images and
250K person instances. We use the annotations generated by Neural88nathich ts the
SMPL-X to the GT 2D joints and includes a total of ~149.8K annotated data. Homelp#oe:
/lcocodataset.org/#home

MTP [33] (Fig. 5d) is an in-door dataset containing images of actors mimicking different hard
SMPL-X poses with self-contact. There are 3.7K images from 148 subjects with pseudo ground-
truth SMPL-X parameters and 2D keypoints. We use 3.2K instances in training. Homepage:
https://tuch.is.tue.mpg.de/

MuCo-3DHP [30] (Fig. 6a) is an in-door multi-person dataset composited by cropping and overlaying
person in MPI-INF-3DHPZ9] with segmentation masks. It has 400K frames and contains 8 subjects
with 2 different clothing for each subject. It is shot with 12 different camera positions. It has
ground truth 3D keypoints and tted SMPL parameters. We use 465.3K annotated data in training.
Homepagehttps://vcai.mpi-inf.mpg.de/projects/SingleShotMultiPerson/

OCHuman [4]] (Fig. 6b) is an in-the-wild datset, and it focuses on heavily occluded human.
This dataset contains 8,110 detailed annotated human instances within 4,731 images. We use the
annotations generated by EFA]], which ts the SMPL to the GT 2D joints and includes a total of

2,495 annotated data. Homepabg#ps://github.com/liruilong940607/OCHumanApi
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