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Abstract

Automating legal document drafting can en-001
hance efficiency, reduce manual workload, and002
streamline legal workflows. However, the struc-003
tured generation of private legal documents004
remains underexplored, particularly in the In-005
dian legal context due to limited public data006
and model adaptation challenges. We pro-007
pose a Model-Agnostic Wrapper (MAW), a008
flexible, two-stage generation framework that009
first produces section titles and then gener-010
ates section-wise content using retrieval-based011
prompts. This wrapper decouples generation012
from any specific model, enabling compatibil-013
ity with a range of open- and closed-source014
LLMs, and ensuring coherence, factual align-015
ment, and reduced hallucination. To enable016
practical use, we build a Human-in-the-Loop017
Document Generation System, an interactive018
interface where users can input document types,019
refine sections, and iteratively generate struc-020
tured drafts. The tool supports real-world legal021
workflows and will be made publicly accessi-022
ble upon acceptance with privacy and security023
safeguards. Comprehensive evaluations, includ-024
ing expert-based assessments, demonstrate that025
the wrapper-based approach substantially im-026
proves document quality over baseline and fine-027
tuned models. Our framework establishes a028
scalable and adaptable path toward structured029
AI-assisted legal drafting in the Indian domain.030

1 Introduction031

Automating legal document generation can signifi-032

cantly improve efficiency and accessibility in legal033

workflows. While Large Language Models (LLMs)034

have been widely used for legal tasks such as judg-035

ment prediction, case summarization, and retrieval,036

their application to private legal document gener-037

ation remains underexplored, particularly in the038

Indian legal domain. The primary challenge lies039

in the confidentiality of private legal documents,040

which limits publicly available training data.041

To address this, we introduce 042

VidhikDastaavej, a novel anonymized dataset 043

of private legal documents, collected in col- 044

laboration with Indian legal firms. The name 045

VidhikDastaavej is derived from the Hindi words 046

“Vidhik” (legal) and “Dastaavej” (documents), 047

reflecting its focus on legal document automation. 048

This dataset serves as a valuable resource for 049

training and evaluating structured legal text 050

generation models, while ensuring compliance 051

with ethical and privacy standards. 052

To further complicate matters, the landscape of 053

large language models is evolving at a rapid pace, 054

with new models being released frequently. In such 055

a scenario, methods that rely on task-specific super- 056

vised fine-tuning (SFT) quickly become outdated 057

or impractical, especially when a newer, more 058

powerful model is introduced shortly after. More- 059

over, most end-users—such as legal practitioners 060

or developers working with proprietary or custom- 061

deployed models—may not have the resources to 062

retrain or fine-tune large models. In some cases, 063

users may prefer to keep their model private or 064

operate within hardware constraints that prevent 065

full-scale training. This raises an urgent need for 066

model-agnostic approaches that can adapt seam- 067

lessly across different LLMs without requiring ar- 068

chitectural modifications or extensive retraining. 069

To overcome this challenge, we propose a 070

lightweight and scalable Model-Agnostic Wrapper 071

(MAW) for structured legal document generation. 072

The wrapper decouples the generation process from 073

any particular model by adopting a two-stage work- 074

flow: first generating section titles from document 075

instructions, followed by iterative content genera- 076

tion for each section. This structure-then-generate 077

strategy promotes coherence, reduces hallucina- 078

tions, and ensures factual alignment, all while re- 079

maining compatible with any base LLM—whether 080

open-source, commercial, or privately hosted. This 081

flexibility makes our approach particularly valu- 082
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able for real-world legal applications where model083

diversity and resource constraints are the norm.084

For rigorous evaluation, we introduce expert-085

based assessment, where legal professionals review086

generated documents based on factual accuracy087

(adherence to legal instructions) and completeness088

and comprehensiveness (coverage of all essential089

details) between 1–10 (Irrelevant–Relevant) Likert090

scale. This ensures a robust evaluation beyond091

standard lexical and semantic metrics, addressing092

the complexity of legal drafting.093

Additionally, we provide an interactive Human-094

in-the-Loop (HITL) Document Generation Sys-095

tem, enabling users to input document types, cus-096

tomize sections, and generate structured legal097

drafts. To enhance reproducibility, we have made098

the VidhikDastaavej dataset, model codes, and099

user interface accessible via an anonymous repos-100

itory1. After acceptance, we will release the tool101

publicly with privacy, security, and copyright con-102

siderations to facilitate general use.103

To the best of our knowledge, this is the first104

work in the Indian legal domain focusing on auto-105

mated private legal document generation. Our key106

contributions include:107

1. VidhikDastaavej Dataset: A novel,108

anonymized dataset of private legal docu-109

ments for structured legal text generation.110

2. Model-Agnostic Wrapper: A structured frame-111

work ensuring coherence, consistency, and fac-112

tual accuracy in generated legal drafts.113

3. Expert-Based Evaluation Metrics: Introduction114

of structured legal evaluation focusing on fac-115

tual accuracy and completeness.116

4. Human-in-the-Loop System: A user-friendly in-117

terface for structured legal document generation,118

supporting practical legal workflows.119

This research lays the foundation for AI-assisted120

legal drafting in India, modernizing legal work-121

flows while ensuring accuracy, consistency, and122

legal compliance.123

2 Related Work124

AI and NLP have made significant advancements in125

the legal domain, particularly in judgment predic-126

tion, case summarization, semantic segmentation,127

legal Named Entity Recognition (NER), and case128

retrieval (Chalkidis et al., 2020). In India, research129

efforts have primarily focused on public legal judg-130

ment cases, emphasizing explainability, retrieval,131

1https://anonymous.4open.science/r/VidhikDastaavej

and reasoning to enhance judicial transparency and 132

interpretability. 133

Several datasets have been developed to sup- 134

port AI applications in the Indian legal domain. 135

The Indian Legal Documents Corpus (ILDC) (Ma- 136

lik et al., 2021) and PredEx (Nigam et al., 2024) 137

provide large-scale datasets for judgment predic- 138

tion with explanations. These datasets facilitate 139

training transformer-based models to enhance ex- 140

plainability and decision support systems for In- 141

dian legal texts (Nigam et al., 2022; Malik et al., 142

2022; Nigam et al., 2023). Additionally, research 143

on segmenting legal documents into distinct func- 144

tional parts has been explored (Šavelka and Ashley, 145

2018), along with semi-supervised approaches for 146

distinguishing factual from non-factual sentences 147

using fastText classifiers (Nejadgholi et al., 2017). 148

Significant progress has been made in rhetorical 149

role labeling for Indian legal texts. Prior work 150

has proposed models such as CRF-BiLSTM (Bhat- 151

tacharya et al., 2019) and the MTL framework for 152

the classification of legal sections (Malik et al., 153

2022). Recent advancements include the HiCuLR 154

framework, which employs hierarchical curricu- 155

lum learning for rhetorical role labeling (Santosh 156

et al., 2024). Furthermore, large annotated datasets 157

have been used in legal NER tasks, helping to ex- 158

tract named entities from Indian case laws (Vats 159

et al., 2023). Several studies have explored the 160

adaptability of large-scale pretrained models such 161

as GPT-3.5 Turbo, LLaMA-2, and Legal-BERT for 162

Indian legal applications (Chalkidis et al., 2020). 163

Despite these advancements in legal text process- 164

ing and retrieval, the automation of private legal 165

document drafting remains largely unexplored in 166

the Indian context. While previous research has 167

focused on processing and analyzing legal judg- 168

ments, little work has been done on AI-driven 169

generation of legal drafts. In other legal sys- 170

tems, various methodologies have been explored, 171

including controlled natural language and template- 172

based drafting (Tateishi et al., 2019), AI-assisted 173

word segmentation for legal contracts (Tong et al., 174

2022), text style transfer for legal document gener- 175

ation (Li et al., 2021), and knowledge graph-based 176

approaches to improve document structure and co- 177

herence (Wei, 2024). 178

More recently, research has begun to explore 179

AI-powered legal document generation. TST-GAN 180

introduced a text style transfer-based generative 181

adversarial network for legal text generation (Li 182

et al., 2021). Another approach leveraged knowl- 183
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edge graphs to generate structured legal documents,184

ensuring semantic accuracy (Wei, 2024). Addi-185

tionally, fine-tuned large language models have186

been investigated for drafting contracts and other187

legal documents (Lin and Cheng, 2024). AI-driven188

legal documentation assistants such as LEGAL-189

SEVA (Pandey et al., 2024) have been developed to190

streamline document drafting processes. The Legal191

DocGen Generator (Patil et al., 2024) provides a192

structured approach to automating legal document193

generation. Other studies have focused on inte-194

grating judgment prediction with legal retrieval to195

enhance generative models (Qin et al., 2024).196

With the rise of generative AI in legal drafting,197

models such as Legal-BERT and LLaMA-based198

architectures have been fine-tuned for domain-199

specific text generation (Lin and Cheng, 2024).200

However, challenges remain due to the lack of pub-201

licly available datasets for private legal documents,202

which are often confidential. While some research203

has explored AI-powered legal assistants (Imogen1204

et al., 2024) and automated legislative drafting (Lin205

and Cheng, 2024), many existing models still206

struggle with hallucinations, inconsistencies, and207

domain-specific reasoning.208

3 Problem Statement209

The primary objective of this work is to develop210

a system that can automatically generate private211

legal documents based on specific user prompts or212

situational inputs. Given an input x, which includes213

detailed instructions or contextual information, the214

task is to produce a legal document y that aligns215

with professional legal drafting standards in the216

Indian legal domain.217

Formally, the problem can be defined as learning218

a function f such that:219

y = f(x)220

where:221

• x represents the user-provided prompt containing222

specific instructions, situational details, and any223

particular requirements for the legal document.224

• y is the generated legal document that accurately225

reflects the content of x and is properly formatted226

and structured according to legal conventions.227

The challenge lies in accurately mapping the in-228

put x to a coherent and contextually appropriate229

document y. This requires the system to understand230

and interpret complex legal language, terminolo-231

gies, and document structures specific to the Indian232

Metric Train Test

Number of documents 11,692 133
Number of unique categories 133 133
Avg # of words per document 5,798.61 7,464.62
Max # of words per document 98,607 81,233

Table 1: Dataset statistics for VidhikDastaavej.

legal context. The goal is to leverage LLMs to 233

perform this mapping effectively, enabling the gen- 234

eration of high-quality legal documents that meet 235

professional standards. 236

4 Dataset 237

To develop our automated legal document gener- 238

ation tool, we collaborated with an Indian legal 239

firm to curate VidhikDastaavej, a novel, curated 240

a large-scale, anonymized dataset of private legal 241

documents. This partnership granted access to a di- 242

verse collection of legal drafts that are not publicly 243

available, ensuring that our dataset reflects real- 244

world legal drafting practices in the Indian legal 245

system. 246

4.1 Dataset Composition and Diversity 247

The dataset encompasses a wide variety of License 248

Agreements, Severance Agreements, Stock Op- 249

tion Agreements, Consulting Agreements, Asset 250

Purchase Agreements, and more. By incorporat- 251

ing multiple document types, VidhikDastaavej 252

captures the diverse structures, terminologies, and 253

drafting conventions in legal writing, moving be- 254

yond the traditional focus on case judgments seen 255

in public legal datasets. 256

Table 1 provides an overview of the dataset statis- 257

tics. VidhikDastaavej consists of 11,825 docu- 258

ments, with 11,692 used for training and 133 re- 259

served for testing. The dataset covers 133 legal 260

document categories in the training set and 133 261

categories in the test set, offering a broad represen- 262

tation of real-world legal drafts. 263

To ensure balanced exposure to different legal 264

drafting styles, we structured the dataset to include 265

a well-distributed mix of document types. The de- 266

tailed document type distributions for the training 267

and test sets are provided in the Anonymous Link 268

and the uploaded dataset due to a large number of 269

lists. This diversity is critical for training models 270

that generalize across different legal document for- 271

mats, improving their usability in real-world legal 272

drafting. 273
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4.2 Data Anonymization and Ethical274

Considerations275

To comply with privacy regulations and ethical stan-276

dards, all documents in VidhikDastaavej under-277

went a rigorous anonymization process. We em-278

ployed Spacy Named Entity Recognition (NER)279

tools to systematically replace personal identifiers,280

such as names, addresses, and confidential details,281

with placeholders. This preserves document in-282

tegrity while ensuring that no personally identi-283

fiable information (PII) is exposed, making the284

dataset safe for research and model development.285

A sample document showing how the document286

will be after anonymization is present in the Ap-287

pendix Table 6.288

4.3 Significance of the Dataset289

Unlike previous datasets that primarily focus on290

court judgments or a single category of legal texts,291

VidhikDastaavej provides a comprehensive rep-292

resentation of private legal documentation in India.293

This enables language models to learn the intrica-294

cies of Indian legal terminology, structural conven-295

tions, and drafting practices. The dataset serves296

as a foundational resource for training and evaluat-297

ing legal document generation models, facilitating298

the development of AI-powered tools capable of299

assisting legal practitioners in drafting structured,300

coherent, and legally sound documents efficiently.301

5 Model-Agnostic Wrapper302

To improve long-form legal document generation,303

we introduce a Model-Agnostic Wrapper (MAW),304

a framework designed to integrate with any LLM305

for structured drafting. Legal documents require306

maintaining logical flow, coherence, and factual307

accuracy, which general-purpose LLMs often strug-308

gle with when handling extended text generation.309

5.1 Two-Phase Structured Document310

Generation311

The MAW employs a two-phase workflow (Fig-312

ure 1) to ensure structured, contextually relevant313

content generation.314

Phase 1: Section Title Generation. In the first315

phase, section titles are generated based on user316

input. The process begins with the user providing317

a document title and a brief description of the in-318

tended document. These inputs are passed to the319

chosen language model, which then generates a320

structured list of section titles. The generated sec-321

tion titles are displayed to the user, who can review 322

and modify them, renaming, inserting new sections, 323

or removing unnecessary ones before proceeding 324

to content generation. Once the section titles are 325

finalized, the process transitions to the next phase. 326

Phase 2: Section Content Generation. In the 327

second phase, content is generated iteratively for 328

each section. The workflow follows these steps: 329

1. For each section title, the model receives the 330

document title and description as additional con- 331

text. 332

2. The model generates detailed section content 333

along with a concise summary of the section. 334

3. The generated summary is stored in a vector 335

database (ChromaDB) to facilitate contextual 336

referencing. 337

4. During subsequent iterations, the vector 338

database is queried for relevant section sum- 339

maries, which are then incorporated into the 340

LLM’s context to enhance coherence and main- 341

tain logical document flow. 342

5. After generating content for all sections, the fi- 343

nal document is refined and structured, ensuring 344

clarity and coherence. 345

By adopting a two-phase workflow, we ensure 346

that adequate time is dedicated to both section ti- 347

tle generation and section content generation sep- 348

arately, rather than attempting to generate both 349

simultaneously. This separation allows for bet- 350

ter coherence, logical structuring, and improved 351

alignment between titles and their corresponding 352

content, thereby enhancing the overall quality and 353

readability of the generated document. 354

6 Experimental Setup 355

To benchmark the performance of NyayaShilpi 356

and assess the effectiveness of our wrapper, we con- 357

ducted instruction tuning on various open-source 358

models and compared their performance against 359

GPT-4o. Due to space constraints, complete details 360

on hyperparameters and training configurations are 361

provided in Appendix 7. 362

6.1 Instruction Tuning of Open-Source 363

Models 364

We fine-tuned select open-source models while di- 365

rectly evaluating others without additional training. 366

The instruction-tuned models include Phi-3 mini, 367

which was fine-tuned using the Unsloth framework 368

for efficiency, and LLaMA-2-7B-Chat CPT, which 369

underwent continued pretraining (CPT) on a large 370

4



Model-Agnostic Wrapper

Document 
Title

Document
Description

User-Selected
Model

Input

Clauses/Section Titles
1. Introduction

2. Parties Involved

....
3. User Obligation

Clauses/Sections
Generate list of

Clauses/Section Titles
1. Introduction

2. Background

....
3. Entities Involved

User-Driven Editing
of Generated Titles

Iterate Over Each 
Section TitleUser-Selected Model

Current Section Title

Generate Content 
for the Current
Section Title

Section ContentSection Content
Summary

Generated Summary
for the generated
Section Content

Chroma 
Vector DB

Store in
Vector DB

Append to 
Final Document

Output:
Final Document
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Next Generation

Phase-2: Section Content Generation
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Figure 1: Wrapper flow diagram

corpus of Indian legal cases. Further fine-tuning371

on private legal documents led to LLaMA-2-7B-372

Chat CPT+SFT (NyayaShilpi), which serves as373

our primary domain-adapted model. Additionally,374

we fine-tuned LLaMA-3-8B-Instruct SFT to assess375

improvements in structured legal drafting.376

In contrast, some models were directly evaluated377

without any fine-tuning. LLaMA-2-7B-Chat and378

LLaMA-3-8B-Instruct were used in their original379

forms as baselines to examine how well general-380

purpose legal models perform without additional381

domain-specific training. This allows us to com-382

pare whether instruction tuning meaningfully im-383

proves legal document generation quality.384

For instruction tuning, we designed specialized385

prompts and instruction sets tailored to legal draft-386

ing. These instructions provided structured exam-387

ples, ensuring the models understood the nuances388

of different legal document types. Examples of389

these prompts and instructions are included in Ap-390

pendix Table 3.391

6.2 Benchmarking with GPT-4o392

To assess the effectiveness of our instruction-tuned393

models and the Model-Agnostic Wrapper, we394

benchmarked performance against GPT-4o, a pro-395

prietary closed-source model. Unlike the open-396

source models, GPT-4o was not instruction-tuned397

but was used purely for inference. This comparison398

highlights the potential of fine-tuned open-source 399

models as cost-effective alternatives for structured 400

legal drafting, offering insights into whether in- 401

struction tuning can achieve performance compara- 402

ble to commercial LLMs. 403

7 Experimental Setup and 404

Hyperparameters 405

All experiments were conducted using the PyTorch 406

framework integrated with Hugging Face Trans- 407

formers. For SFT (Supervised Fine-Tuning), we 408

used four NVIDIA H200 (Neysa) GPUs with 80GB 409

of memory each. Mixed-precision training (fp16) 410

was enabled to optimize memory and computa- 411

tional efficiency, and training progress was logged 412

with Weights & Biases for effective monitoring. 413

We fine-tuned three instruction models—Qwen3- 414

14B, Gemma-3-12B-It, and LLaMA-3.1-8B- 415

Instruct—on the expanded dataset. Each model 416

supported a maximum sequence length of 4500 to- 417

kens, allowing for long-context learning essential 418

for legal drafting tasks. 419

The optimization was performed using the 420

AdamW optimizer with a learning rate of 1×10−4, 421

paired with a cosine learning rate scheduler for sta- 422

ble decay. We employed gradient accumulation 423

over 4 steps (per-device batch size: 1, effective 424

batch size: 4) and trained all models for 3 epochs. 425

These settings provided a balance between perfor- 426
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mance and training resource constraints.427

To guide the models during SFT, we prepared a428

diverse set of instruction prompts that encapsulated429

real-world legal drafting scenarios, ensuring rele-430

vance and structure. Sample prompts are shown431

in Appendix 3, and the complete set will be made432

public after acceptance to support reproducibility433

and further research in legal document generation.434

8 Evaluation Metrics435

To assess the performance of the legal document436

generation models, we adopt a multi-faceted evalua-437

tion approach that includes lexical-based, semantic438

similarity-based, automatic LLM-based, and expert439

evaluation metrics. Since legal document drafting440

requires precision, coherence, and adherence to441

legal norms, these evaluation methods ensure a442

comprehensive assessment of model performance.443

1. Lexical-based Evaluation: We utilized stan-444

dard lexical similarity metrics, including Rouge445

scores (Rouge-1, Rouge-2, and Rouge-L) (Lin,446

2004), BLEU (Papineni et al., 2002), and ME-447

TEOR (Banerjee and Lavie, 2005). These met-448

rics measure the overlap and order of words449

between the generated explanations and the ref-450

erence texts, providing a quantitative assessment451

of the lexical accuracy of the model outputs.452

2. Semantic Similarity-based Evaluation: To453

capture the semantic quality of the generated454

explanations, we employed BERTScore (Zhang455

et al., 2020), which measures the semantic simi-456

larity between the generated text and the ref-457

erence explanations. Additionally, we used458

BLANC (Vasilyev et al., 2020), a metric that459

estimates the quality of generated text without a460

gold standard, to evaluate the model’s ability to461

produce semantically meaningful and contextu-462

ally relevant explanations.463

3. Automatic LLM-based Evaluation: This eval-464

uation is crucial for assessing structured argu-465

mentation and legal correctness. We employ466

G-Eval (Liu et al., 2023), a GPT-4-based frame-467

work designed for NLG assessment, which468

leverages chain-of-thought reasoning and struc-469

tured form-filling to improve alignment with470

human judgment. This evaluation provides in-471

sights into coherence, factual accuracy, and com-472

pleteness beyond traditional similarity metrics.473

The evaluation prompt used for obtaining G-474

Eval scores is detailed in Appendix Table 5.475

4. Expert Evaluation: Given the domain-specific476

nature of legal documents, human expert evalu- 477

ation is necessary to assess the practical utility 478

of AI-generated texts. We introduce two key 479

evaluation criteria in this category: 480

(a) Factual Accuracy: This metric evaluates 481

whether the generated document strictly ad- 482

heres to the given instructions, accurately 483

represents legal facts, and avoids hallucina- 484

tion or misinformation. In legal drafting, 485

factual inaccuracies can lead to severe con- 486

sequences, making this metric crucial for 487

ensuring the reliability of AI-generated le- 488

gal documents. 489

(b) Completeness and Comprehensiveness: 490

This metric assesses how well the gener- 491

ated document covers all necessary legal 492

aspects. A legally sound document should 493

include all relevant arguments, clauses, and 494

supporting details. Omissions or inconsis- 495

tencies in legal drafting can render a docu- 496

ment ineffective or legally invalid. Unlike 497

existing evaluation approaches that primar- 498

ily rely on lexical or semantic similarity, 499

this expert-driven evaluation ensures that 500

AI-generated legal content meets profes- 501

sional standards. 502

To ensure a rigorous and unbiased evaluation, 503

we engaged legal professionals with expertise in 504

drafting and reviewing legal documents. These 505

experts were recruited through professional le- 506

gal networks and academia. Each expert was 507

compensated for their time and expertise at a 508

fair market rate, ensuring that their efforts were 509

adequately acknowledged. This process ensures 510

that evaluations reflect real-world legal drafting 511

practices and maintain high reliability. 512

9 Results and Analysis 513

This section presents the evaluation results of var- 514

ious models for legal document generation. The 515

models were assessed using lexical-based, seman- 516

tic similarity-based, automatic LLM-based, and 517

expert evaluation metrics, as detailed in Table 2. 518

Our findings highlight key challenges, the impact 519

of continued pretraining (CPT) and supervised fine- 520

tuning (SFT), and the effectiveness of the model- 521

agnostic wrapper. 522

9.1 Comparative Model Performance 523

Among the Open-source models, Qwen3-14B, 524

LLaMA-3.1-8B-Instruct, and Gemma-3-12B-It 525
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Models Lexical Based Evaluation Semantic Evaluation Automatic LLM Average Expert Scores

Rouge-1 Rouge-2 Rouge-L BLEU METEOR BERTScore BLANC G-Eval Factual Accuracy Completeness &
Comprehensiveness

Qwen3-14B 0.1312 0.0104 0.0949 0.0003 0.0725 0.7290 0.0065 3.5551 1.0000 1.0000
LLaMA-3.1-8B-Instruct 0.1867 0.0438 0.0907 0.0095 0.1070 0.7816 0.0383 1.5741 1.0000 1.1000
LLaMA-3.1-8B-Instruct SFT 0.0887 0.0123 0.0764 0.0001 0.0467 0.7419 0.0061 1.1190 1.0000 1.0000
Wrapper (Over LLaMA-3.1-8B-Instruct) 0.3392 0.1484 0.1521 0.0437 0.1821 0.7868 0.1903 5.1540 3.3000 2.2000
Gemma-3-12B-It 0.1961 0.0560 0.0925 0.0102 0.0974 0.7619 0.0227 1.1303 1.0000 1.0000
Gemma-3-12B-It SFT 0.1775 0.0331 0.1071 0.0065 0.1002 0.7777 0.0413 1.3672 1.0000 1.0000
Wrapper (Over Gemma-3-12B-It) 0.4103 0.1858 0.1467 0.0620 0.2447 0.8029 0.1746 6.5556 8.8182 7.8182
GPT-4o 0.2486 0.1391 0.1433 0.0271 0.1224 0.8095 0.2385 6.6792 8.8000 5.4000

Table 2: Evaluation metrics for new models. LLaMA-3.1-8B-Instruct and Gemma-3-12B-It denote the instruction-
tuned variants of their respective base models. The best scores for each metric are highlighted in bold.

showed limited performance in both lexical and526

semantic evaluation. Direct fine-tuning via SFT527

on these models resulted in further degradation,528

likely due to insufficient adaptation to complex529

legal drafting tasks, despite an expanded and diver-530

sified dataset.531

In contrast, wrapper-enhanced models demon-532

strated significant improvements across all met-533

rics. The wrapper applied over Gemma-3-12B-It,534

in particular, achieved the highest expert scores,535

outperforming even GPT-4o in factual accuracy.536

The wrapper’s structured generation strategy pro-537

vided better alignment with legal drafting norms,538

improved coherence, and minimized hallucination.539

This adequate dataset improved model generaliza-540

tion, especially under the wrapper-enhanced set-541

ting. Nevertheless, SFT models continued to strug-542

gle, reinforcing that model architecture and genera-543

tion strategy are critical factors beyond dataset size544

alone. Some examples of hallucinations encoun-545

tered in model outputs are provided in Appendix546

Table 4, due to space constraints.547

9.2 Effectiveness of Model-Agnostic Wrapper548

One of the most promising findings of our study549

is the effectiveness of the model-agnostic wrap-550

per in generating structured, large, and coherent551

legal documents. The wrapper enhances consis-552

tency across sections, ensuring logical flow and553

improving document quality. This method proves554

particularly effective for maintaining coherence in555

complex legal texts, overcoming the limitations of556

individual models. Notably, the wrapper’s outputs557

achieved comparable scores to GPT-4o, despite be-558

ing generated using open-source models. Expert559

evaluations further confirm that the generated docu-560

ments from wrapper-assisted models were coherent,561

well-structured, and legally valid, demonstrating562

the utility of this approach.563

An additional advantage of the wrapper func-564

tion is its ability to reduce hallucinations in legal565

text generation. Hallucinations, where the model566

generates factually incorrect or legally inconsistent 567

information, pose a significant challenge in AI- 568

generated legal documents. By enforcing a struc- 569

tured, stepwise document generation approach, the 570

wrapper minimizes hallucinations by ensuring that 571

the generated content remains grounded in the 572

given instructions and previously generated sec- 573

tions. 574

9.3 Expert Evaluation: Factual Accuracy and 575

Completeness 576

Expert evaluation provides the most reliable mea- 577

sure of an AI-generated document’s real-world ap- 578

plicability. Our findings show that factual accuracy 579

and completeness scores correlate strongly with 580

expert assessments, highlighting their importance 581

as legal-specific evaluation metrics. Models that 582

underwent SFT struggled with maintaining factual 583

consistency, likely due to the limited amount of 584

the fine-tuning dataset. On the other hand, the 585

MAW significantly improved both factual accuracy 586

and completeness, reinforcing its role in enhancing 587

document consistency and legal validity. Wrapper- 588

enhanced models received high marks, with the 589

Gemma-based wrapper achieving expert ratings 590

of 8.82 (factual) and 7.81 (completeness), slightly 591

ahead of GPT-4o. This suggests wrapper-based 592

prompting can offer performance comparable to 593

proprietary models in specialized domains like le- 594

gal NLP. Further analysis of expert feedback, de- 595

tailed in Appendix Section ??, provides deeper in- 596

sights into how different models handle legal draft- 597

ing. 598

10 Conclusion and Future Work 599

This study presents a structured and model- 600

independent approach to legal document genera- 601

tion in the Indian context. We introduce a Model- 602

Agnostic Wrapper (MAW), a two-stage framework 603

that enhances long-form legal drafting by decou- 604

pling content generation from specific LLM archi- 605

7



tectures. The wrapper first generates section titles606

and then produces section-wise content, integrating607

retrieval-based context to ensure coherence, consis-608

tency, and factual accuracy.609

Our findings demonstrate that while standard610

fine-tuning on limited datasets does not always611

lead to improvements, the wrapper-based approach612

significantly improves performance across both au-613

tomatic and expert-based evaluation metrics. This614

confirms the potential of structured generation615

strategies that are agnostic to the underlying lan-616

guage model, making the approach robust, scalable,617

and compatible with evolving LLMs.618

To ensure real-world usability, we developed a619

Human-in-the-Loop Document Generation System620

that enables legal professionals to input document621

types, refine structure, and generate drafts interac-622

tively. The system, along with the dataset and code,623

is made available via an anonymous repository for624

reproducibility, with plans for public hosting post-625

acceptance under strict privacy and security guide-626

lines.627

Future work will focus on further expanding and628

diversifying the dataset to include additional cate-629

gories of legal documents and increasing the num-630

ber of expert-labeled samples. We also plan to631

integrate retrieval-augmented generation, reinforce-632

ment learning from human feedback, and advanced633

factual verification modules to further improve fac-634

tual consistency and reduce hallucinations in AI-635

generated legal drafts. This research lays a foun-636

dation for the development of adaptable, resource-637

efficient, and legally sound AI systems to support638

legal professionals in structured document drafting.639

Limitations640

Despite the advancements in this work, several lim-641

itations must be addressed in future research. One642

key constraint is the limited diversity of the train-643

ing dataset. While VidhikDastaavej provides a644

foundational resource for private legal document645

generation, it primarily consists of case judgments646

along with a relatively small set of other legal doc-647

ument types. This imbalance affects the generaliz-648

ability of NyayaShilpi, which struggles with gen-649

erating underrepresented legal formats. Expanding650

the dataset to include a more balanced distribution651

of legal documents such as contracts, agreements,652

affidavits, and petitions is essential for improving653

model adaptability.654

Another limitation arises from the supervised655

fine-tuning (SFT) approach on a relatively small 656

dataset. Our findings indicate that NyayaShilpi 657

did not exhibit significant improvements after SFT, 658

likely due to the limited number of training exam- 659

ples per legal category. Increasing the volume of 660

annotated legal texts and incorporating additional 661

domain-specific pretraining data could enhance the 662

model’s ability to generate diverse and legally ac- 663

curate documents. Although the Model-Agnostic 664

Wrapper (MAW) significantly improves coherence 665

and logical structuring, it does not entirely elimi- 666

nate hallucinations in generated legal texts. Some 667

incorrect or irrelevant content may still appear, par- 668

ticularly when the model lacks sufficient contex- 669

tual grounding. While integrating a retrieval-based 670

mechanism has helped mitigate inconsistencies, ad- 671

ditional techniques such as fact verification mod- 672

ules and external legal knowledge sources are re- 673

quired to ensure factual correctness and adherence 674

to legal norms. 675

A practical limitation of this work is the lack of 676

large-scale real-world deployment and user feed- 677

back. While expert evaluations provided insights 678

into factual accuracy and completeness, broader 679

usability testing with practicing lawyers and law 680

firms would offer more comprehensive validation. 681

Assessing the system’s adaptability across differ- 682

ent legal jurisdictions and case-specific scenarios 683

is crucial before widespread adoption. 684

Lastly, computational constraints influenced the 685

scope of our experiments. Due to limited re- 686

sources, fine-tuning was performed on select mod- 687

els, and larger architectures such as LLaMA-3-70B 688

were not explored. Future research should inves- 689

tigate more efficient training techniques, such as 690

parameter-efficient tuning or reinforcement learn- 691

ing, to optimize performance while reducing com- 692

putational overhead. 693

Addressing these limitations will be essential for 694

enhancing AI-driven legal document generation, 695

ensuring greater accuracy, reliability, and usability 696

in real-world legal applications. 697

Ethics Statement 698

This research acknowledges the ethical concerns 699

associated with AI-driven legal document gener- 700

ation, particularly in privacy, bias, transparency, 701

and accountability. Given the sensitive nature of 702

legal documents, we prioritized data privacy and 703

security in every phase of this study. The dataset 704

VidhikDastaavej was curated in collaboration 705
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with a legal firm, ensuring strict compliance with706

ethical guidelines. All documents were acquired707

with appropriate permissions, and no confidential-708

ity agreements were violated during data collection709

and use.710

To safeguard privacy, we implemented a robust711

anonymization process. Sensitive information was712

systematically replaced with markers while preserv-713

ing document structure and legal context. Named714

Entity Recognition (NER)-based redaction tech-715

niques were used to mask personal identifiers, fol-716

lowed by manual verification to ensure complete-717

ness and accuracy. This guarantees that no person-718

ally identifiable details remain in the dataset while719

maintaining its relevance for AI training.720

AI models, including NyayaShilpi, may inherit721

biases from historical legal texts, potentially affect-722

ing fairness in document generation. To mitigate723

this, we introduced expert-based evaluation criteria724

focusing on factual accuracy and completeness to725

ensure generated documents adhere to legal stan-726

dards and do not propagate biased or misleading727

content. Future work will explore bias-mitigation728

strategies to enhance fairness in AI-generated legal729

drafting.730

Transparency is crucial in legal AI applica-731

tions. To improve the reliability of generated docu-732

ments, we developed the Model-Agnostic Wrapper733

(MAW), which enforces structured text generation734

while minimizing hallucinations. However, AI-735

generated legal drafts are not substitutes for human736

expertise. The system is designed as an assistive737

tool, with a Human-in-the-Loop (HITL) mecha-738

nism that ensures legal professionals oversee and739

refine the generated drafts before any official use.740

We recognize the accountability challenges in741

AI-generated legal content. While our tool en-742

hances efficiency, legal responsibility remains with743

human users, who must review and validate AI-744

generated drafts before application. To further en-745

hance accountability, future iterations of our sys-746

tem will incorporate traceability features, enabling747

users to track AI-generated suggestions and modi-748

fications.749

By addressing these ethical concerns, this work750

ensures that AI-driven legal tools enhance produc-751

tivity while upholding privacy, fairness, and pro-752

fessional integrity. The public release of the tool753

will adhere to copyright, privacy, and security safe-754

guards, ensuring responsible and ethical deploy-755

ment for legal professionals and researchers.756
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A HITL Document Generation System: A905

User Guide906

A.1 Overview907

The Human-in-the-Loop (HITL) Document Gener-908

ation System is a platform designed to create legal909

documents based on user inputs. Users specify the910

document type, provide section details, and gen-911

erate structured legal documents tailored to their912

needs.913

A.2 User Interface Guide914

A.2.1 Entering Document Information915

As shown in Figure 2, users begin by providing916

essential details about the document:917

• Document Type: Enter the type of legal docu-918

ment (e.g., “Service Agreement”).919

• Description: Provide additional context or de-920

tails to customize content.921

• AI Model Selection: Choose the LLM for docu-922

ment generation.923

• Begin Button: Initiates section title generation.924

• Clear All Button: Resets all input fields.925

A.2.2 Managing Document Sections926

• After clicking Begin, section names appear (e.g.,927

“Parties,” “Terms and Termination”).928

• Each section has the following controls:929

– Modify: Edit the section title.930

– Delete: Remove a section.931

– Copy: Copy the section title for reuse.932

• Add New Sections: Click the green plus (+) icon933

to insert additional sections934

• Saving Titles: Save section names before con-935

tent generation.936

• Figure 3 illustrates the process of editing sec-937

tion titles through the interface, while Figure 4938

demonstrates how the addition of new section939

titles, along with the option to save the final titles,940

is seamlessly integrated within the interface.941

A.2.3 Generating Section Content942

Once the section titles have been finalized, the con-943

tent generation process can commence, as illus-944

trated in Figure 5. A high-level overview of the945

available options within the interface is provided946

below:947

• Stop Button: Allows users to halt the content948

generation process if necessary.949

• Manual Editing: Provides users the flexibility950

to refine and modify the generated content as951

required.952

• Copy Function: Facilitates copying the gener- 953

ated section content for use in external applica- 954

tions or documents. 955

A.2.4 Exporting the Document 956

After finalizing the document, users can export it 957

in different formats as shown in Figure 6: 958

• Combine All: Merges section titles and gener- 959

ated content into a complete document. 960

• Combine Titles Only: Exports only section ti- 961

tles. 962

A.3 Conclusion 963

The HITL Document Generation System provides 964

an intuitive interface for users to generate and refine 965

legal documents efficiently. With a structured work- 966

flow, AI-assisted drafting, and manual oversight, 967

the system streamlines the creation of contracts, 968

petitions, and other legal documents while main- 969

taining coherence and accuracy. The integration of 970

HITL ensures that legal professionals can leverage 971

AI for drafting while retaining full control over the 972

final output. 973
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Figure 2: Document Information Entry Interface

Figure 3: Editing Generated Document Sections

Figure 4: Adding Document Sections
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Figure 5: Generating Section Content

Figure 6: Exporting the Document

Category Prompt
Development
Agreement

Create a development, license, and hosting agreement between [ORG] and [ORG]
LLC, effective as of [DATE], outlining the terms and conditions for the development,
licensing, and hosting of [ORG], including [ORG] and [ORG], for the sale of [ORG]
flights and other air transportation services through the [ORG] website. The agreement
should include provisions for the definition of key terms, the scope of work, the
schedule, the fees, the payment terms, the confidentiality obligations, the intellectual
property rights, the warranties and disclaimers, the indemnification obligations, the
limitation of liability, the insurance requirements, the dispute resolution procedures,
the term and termination provisions, and the miscellaneous provisions. The agreement
should also include exhibits for the specifications, the change request, the schedule,
the fees, the relationship managers, the service level agreement, the non-disclosure
agreement, and the escrow agreement

Purchase Agree-
ment

Create a purchase agreement between [WORK OF ART] and Stacked Digital LLC,
outlining the terms and conditions of the sale, including the purchase price, payment
terms, delivery schedule, warranties, and any other relevant details necessary for a
comprehensive agreement between the [CARDINAL] parties.

Table 3: Categories and Corresponding Prompts for Legal Document Generation
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Prompt Actual Output Generated Output (Hallucinated)
Mr. [PERSON], an elder
brother, wants to autho-
rize his brother Mr. [PER-
SON] by giving power
of attorney to appear in
the court of law for court
proceedings in the matter
of disputed joint property
in a dispute contested by
their other relatives. Draft
a power of attorney.

Power of Attorney
To All of whom, these presents shall come, I
[PERSON] of [GPE] send Greetings
Whereas,
1. Mr. [PERSON] shall appoint some fit and

proper person to carry on acts for me and
manage all my affairs.

2. I nominate, constitute, and appoint my
brother, Mr. [PERSON], as my true and law-
fully appointed attorney (hereinafter called
the Attorney) to act for me in the court of
law for court proceedings in the matter of
disputed joint property.

NOW THIS PRESENT WITNESSETH AS
FOLLOWS:
1. The attorney shall handle all the affairs with

regard to court proceedings in the matter of
disputed joint property.

2. All the filings of applicants and suits in the
court of law.

3. All the appearances in the court proceedings.
4. All the costs, expenses, and fees with regard

to court proceedings.
5. The fees to be paid to the lawyer appointed.
And I, Mr. [PERSON], undertake to ratify all
the acts of the attorney or any agent appointed
by him.
IN WITNESS WHEREOF, I set and subscribe
my hand on [DATE].
__________
[WORK_OF_ART] by within named.
Mr. [PERSON] above named in the presence
of:
1. __________ Mr. [PERSON]
2. __________ Mr. [PERSON]

socketsajs Tortildeneselildeildenild
enajseselUNEomor
ildeTortajsagueeselilden
agogueUNEibbon
attentesel ULKLEV torto-
moreltasilde
agateildeinasULKagenUNE
ildeildeilde inflictilename-
sildeildeagen
LEVLEVULKildeinasLEVilNE
TortildeLEVildeagogue
ildeagateildenilde
tortteNELEVinishedULKildeinas
Tort attentLEVildenLEVLEVteg
TortLEV attentLEV
agate attent tort attentildeULK
ULKULKagogueagateldenULK
attentildeLEVULKULK tor-
tUNEesonildeULK

Table 4: Example of hallucinations in AI-generated (LLaMA-3.1-8B-Instruct after SFT) legal document drafting.
The model produced unintelligible output instead of a coherent Power of Attorney document. Non-ASCII characters
have been removed to avoid compilation errors.
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Instructions:
You are an expert in legal text evaluation. You will be given:
A document description that specifies the intended content of a generated legal document.
An actual legal document that serves as the reference. A generated legal document that
needs to be evaluated. Your task is to assess how well the generated document aligns with
the given description while using the actual document as a reference for correctness.

Evaluation Criteria (Unified Score: 1-10)
Your evaluation should be based on the following factors:
Factual Accuracy (50%) – Does the generated document correctly represent the key legal
facts, reasoning, and outcomes from the original document, as expected from the description?
Completeness & Coverage (30%) – Does it include all crucial legal arguments, case details,
and necessary context that the description implies?
Clarity & Coherence (20%) – Is the document well-structured, logically presented,
and legally sound?

Scoring Scale:
1-3 → Highly inaccurate, major omissions or distortions, poorly structured.
4-6 → Somewhat accurate but incomplete, missing key legal reasoning or context.
7-9 → Mostly accurate, well-structured, with minor omissions or inconsistencies.
10 → Fully aligned with the description, factually accurate, complete, and coherent.

Input Format:
Document Description:
{{doc_des}}

Original Legal Document (Reference):
{{Actual_Document}}

Generated Legal Document (To Be Evaluated):
{{Generated_Document}}

Output Format:
Strictly provide only a single integer score (1-10) as the response,
with no explanations, comments, or additional text.

Table 5: The prompt is utilized to obtain scores from the G-Eval automatic evaluation methodology. We employed
the GPT-4o-mini model to evaluate the quality of the generated text based on the provided prompt/input description,
alongside the actual document as a reference.
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Power of Attorney
To All of whom, these presents shall come, I [PERSON] of [GPE] send Greetings
Whereas,
1. Mr. [PERSON] shall appoint some fit and proper person to carry on acts for me and manage all

my affairs.
2. I nominate, constitute, and appoint my brother, Mr. [PERSON], as my true and lawfully

appointed attorney (hereinafter called the Attorney) to act for me in the court of law for court
proceedings in the matter of disputed joint property.

NOW THIS PRESENT WITNESSETH AS FOLLOWS:
1. The attorney shall handle all the affairs with regard to court proceedings in the matter of disputed

joint property.
2. All the filings of applicants and suits in the court of law.
3. All the appearances in the court proceedings.
4. All the costs, expenses, and fees with regard to court proceedings.
5. The fees to be paid to the lawyer appointed.
And I, Mr. [PERSON], undertake to ratify all the acts of the attorney or any agent appointed by
him.
IN WITNESS WHEREOF, I set and subscribe my hand on [DATE].
__________
[WORK_OF_ART] by within named.
Mr. [PERSON] above named in the presence of:

1. __________ Mr. [PERSON]

2. __________ Mr. [PERSON]

Table 6: This table illustrates a sample document after it has been anonymized.
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